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Abstract—Renewable energy (RE) resources are
non-dispatchable due to their intermittent nature, and
battery storage devices (BSDs) play an important role to
overcome their inherent variability. Therefore, for optimal
operability, BSDs must be appropriately sized. Historical RE
generation data can be used for sizing, with the objective to
minimize the annualized planning cost. Application of high
and low pass filters about a given cut-off frequency on the
frequency spectrum of the historical generation data, calculated
using discrete Fourier transform approach, segregate the fast
and slowly varying components. The proposed methodology is
based on 3σ principle and will ensure minimum injection of
RE-generation variability into the grid for day-ahead scheduling
with both fast and slowly varying components. The analysis
shows that the batteries with the minimum unit capacity cost to
throughput ratio provide minimum annualized planning cost for
both slow and fast varying components. Determination of sizing
of BSDs for a given cut-off frequency is numerically “costly”
and to obtain the optimal cut-off frequency, a derivative-free
mode-pursuing sampling method is applied. Exponential reduc-
tion in the daily injection of variability with increasing statistical
significance in sizing is observed. Impact of unit-capacity cost
to throughput-ratio on the sizing of BSDs is also studied.

Index Terms—Battery storage devices, optimal sizing, dis-
crete Fourier transform (DFT), mode-pursuing sampling (MPS)
method.

NOMENCLATURE

A A lower triangular matrix.
C Statistical capacity rating of batteries considering

historical renewable energy (RE) generation data.
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C′ Modified statistical capacity rating of batteries to
account for C-rating limit.

CZ Statistical capacity rating of batteries consider-
ing the component Z of historical RE-generation
data.

CK+, CK− Effective capacity rating of storage ‘+’ and ‘−’
considering historical RE-generation of Kth day.

Crate C-rate of the battery.
d Discount rate of an investment to calculate the

annualized cost.
F1, F2 Low and high-frequency limits of fast Fourier

transform.
FS Throughput factor for battery storage device

(BSD) type S.
Kb Cost annualization factor of the BSDs.
kh Hour equivalent of day-ahead scheduling

intervals.
Kp Cost annualization factor of the power electronic

(PE) converters.
P Statistical power rating of PE converters consid-

ering historical RE-generation data.
GK(t) Historical RE-generation at the time t of Kth day.
n Index representing the days.
nD Capital recovery period.
PK Power rating of PE converters considering histor-

ical RE-generation of the Kth day.
PK

d (t) Combined dispatch from the RE-generators and
BSDs at the time t of Kth day.

PK
b (t) Total power injected into the battery at the time t

of Kth day.
PK

g (t) Total power injected into the BSD at the grid end
of the BSD unit at the time t of Kth day.

PB Combined dispatch from the RE-generators and
BSDs.

PR Historical Renewable Energy generation data.
PS Power dispatched from the BSD.
QK(t) Energy contained within a BSD at the time t of

the Kth day.
R Statistical C-rating of BSD considering historical

RE-generation data.
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RK Average C-rating of the storage device for the Kth

day.
ηch, ηdch Combined charging and discharging efficiency of

the battery and the converter.
ND Total number of instants in a day for day-ahead

scheduling.
NY Total number of days in the historical data repre-

senting a year.
QK A vector depicting energy contained within the

battery.
S Index represents different types of the batteries.
SOC′

avg Statistically calculated desirable residual SOC of
the battery.

t Index representing the time instants in a day.
T Statistical throughput of the batteries considering

historical RE-generation data.
TK Total throughput consumed by the BSD on Kth

day.
U Cost of PE-converters in $/MW.
YS Throughput available in the batteries of type S in

MWh.
Z Index representing low and high-frequency com-

ponents of the historical RE-generation data.
βS,Z Binary variable representing the selection of stor-

age types S for each component of Z.
� Annualised investment cost.
�′ Modified annualized investment cost.
�SOC Desirable depth of discharge of the battery.
�S Capacity cost of the batteries of type S in $/MWh.
ε A dimensionless small positive number.
�(t) A sign variable symbolizing the charging and

discharging of batteries.
ϒZ Annual throughput consumed by the BSD consid-

ering the component Z.

I. INTRODUCTION

RENEWABLE energy (RE) (such as, solar and wind
energy) resources, though variable, exhibit non-zero cor-

relation among themselves [1]–[3]. Low electricity demand
at night is usually coupled with comparatively higher wind-
energy production and zero solar power generation, and vice
versa. However, the use of anticorrelation among RE gen-
erations and load are unreliable enough to meet continuous
demand and production of electricity [2].

Energy storage devices help to reduce the inherent vari-
ability in various RE-generations. Use of storage devices to
enable constant power injection into the grid to emulate base
load generation is also well established in [4]–[8]. Since,
RE-generation is stochastic in nature, combined constant RE-
storage output can be obtained from the daily RE generation
forecast. Hence, schedule of ESDs considering selling of
“Only Renewable” [9], [10] energy will be a function of daily
RE generation forecast. Therefore, RE generation and load are
required to be assimilated, and the injection from ESDs would
ensure the base-load generation objective.

Encapsulation of operational parameters in the planning pro-
cess of storage devices is well established in [4]. Assuming

that the emulated base-load generator is completely sched-
uled, transmission constraints are often ignored [5]–[7].
However, the generation and transmission expansion plan-
ning must be coordinated, and it can be shown that planning
has a direct implication on the degree of operability [10].
Dehghan and Amjady [3] have suggested a coordinated robust
transmission and storage expansion plan. In contrast, as a
baseline, it is also important to study the sizing requirement
assuming resilience of the transmission grid.

High power density, ramp rate, conversion efficiency, and
capacity to weight ratio enable the use of battery based
storage devices for electricity grid applications [11], with-
out compromising the utility of other storage devices from
electricity production point of view. Finite life of batteries,
which is often ignored in the literature, imposes a limit on
the use of batteries. Also, unit costs of batteries are still
very high, and active research is underway for reduction
of their cost [12] and improvement of their life. Batteries
require power electronic (PE) converters interface to be able
to be integrated into the AC electricity grid. But unlike
the batteries, the converters are not needed to be frequently
replaced. Therefore, an optimal investment would ensure over-
all minimization of the planning cost of the battery storage
devices (BSDs).

Use of multiple types of storage devices for bulk energy
storage in conjunction is well established in [13]–[16]. The
existing literature suggests that the low-frequency component
of RE generation must be associated with batteries with a finite
number of cycles, while, super-capacitors or flywheels can be
used in conjunction with high-frequency components. It is also
important to note that although supercapacitors or flywheels
are usually associated with large self-discharge rate [17], these
are not often directly accounted while calculating the sizing
of ESDs.

To facilitate the extraction of fast and slow varying com-
ponent from the historical data, recently, signal-processing
approaches [13], [14], [18]–[20] are actively pursued. Slow
and fast varying components of the historical data are seg-
regated out using either discrete wavelet based method [18]
or discrete Fourier transform (DFT) approach [21]. A com-
parative study to present the application of DFT and dis-
crete wavelet transform based methodology for sizing of
the storage device is presented in [13]. As a part of the
conventional signal processing approach, DFT technique con-
verts the time domain signal into frequency domain –
use band-pass filters to extract suitable frequency region
obtained using DFT analysis – and convert these sig-
nal again into the time domain signal [19]. Capacity and
power rating of the BSDs for each of slow and fast
varying components are then calculated using Monte-Carlo
approach [13], [14], [18], [20]. It is notable that because RE
generation is stochastic, statistical calculation is essential to
determine the sizing requirement. In the current context,
in line with existing research findings, it can be expected
that batteries with finite life-cycles will mitigate the slowly
varying component in historical generation, and associated
batteries with large life-cycle will mitigate the fast varying
component.
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Assuming similar ramp rate, conversion efficiency, physical
footprint of BSDs, and zero self discharge rate, the follow-
ing null hypothesis (H0) that constitutes of two parts can be
stated: (i) batteries with comparatively large life-cycle will
be used in conjunction with high-frequency component and
vice versa, and (ii) operation of different type of batteries
with various life-cycles in conjunction will be cost-effective.
The total cost to be minimized will be the annualized value
of the investment cost. Therefore, the goal is to calculate
the cut-off frequency that minimizes the annualized cost. To
achieve that sizing of batteries and converters for both slow
and fast varying component defined relative to each cut-off
frequencies (for low- and high-frequency component concern-
ing a given cut-off frequency, see [15, Fig. 4]) are statistically
calculated.

Presently, the choice of batteries for grid storage applica-
tion is versatile. Although the cost of batteries is declining
while possible physical life is improving, these improve-
ments among various battery technologies may not be sim-
ilar. Since the sizing of the BSDs is based on historical
RE-generation data, degradation of BSDs per unit time is
independent of the selection of BSD type, while, the replace-
ment frequency will be exclusive to a particular battery type.
Besides, active choice of battery for grid storage applica-
tion does not remain same throughout the lifetime of a
project. Therefore, it is intended to find out a strategy that
ensures, once the sizing of the BSD is decided, the selection
of battery type will be such that the annualized invest-
ment cost function remains independently at the minimum.
Because the selection of battery type does not remain con-
stant, investment cost will not remain constant, and therefore,
the proposed methodology can be called as ‘pay-as-you-go-
plan’.

To summarize, in this paper, the following the research
questions are asked:

i. Does batteries with a significant amount of storage cycle
needs to be associated with fast storage cycle component
of renewable generation, and vice versa?

ii. Does operation of multiple batteries is generic enough to
reduce the annualized planning cost?

iii. Assuming resiliency of the grid as a baseline, what
will be the implication of proposed “base-load emulation
strategy” on the existing electricity network?

To answer these questions, following topics are included to
describe the specific findings of this paper,

• A ‘minimum variability injection’ operation strategy;
• An optimal selection criterion of battery type that ensures

minimum planning cost;
• A computational procedure to obtain the optimal cut-off

frequency that minimizes the total planning cost of BSDs.
The rest of the paper is organized as follows. The ‘min-

imum variability injection’ optimization problem and sta-
tistical 3σ calculation of sizing of BSDs is discussed in
Section II. Overall sizing methodology and the algorithm
are discussed in Section III. The case study incorporating
optimal sizing of BSDs and its impact on operational schedul-
ing is discussed in Section IV. Section V concludes the
paper.

Fig. 1. Constant day-ahead generation schedule for a typical historical
generation.

II. SIZING OF BSDS FOR MINIMUM VARIABILITY

INJECTION GENERATION SCHEDULE

From the day-ahead operational point of view, it will be
ideal if combined output power from RE-generation and BSDs
are maintained at a constant level throughout the scheduled
day. Other objectives can also be considered in this regard
while keeping the independence of daily schedules. In order
to achieve the independence, the average daily power output
from a BSD must be zero [3], [10]. From the environmental
point of view, it is essential to ensure zero wastage; and the
equality condition in this regard is depicted in (1).

PR(t + (n − 1) · ND) + PS(t + (n − 1) · ND)

= PB(n, t); 1 ≤ t ≤ ND, 1 ≤ n ≤ NY (1)

Since the combined RE-BSDs output (PB) must remain
constant, the equality constraint implies that the frequency
response of PS should have been 180◦ phase apart with zero
mean from the frequency response of PR. However, conversion
efficiency (efficiency of PE-converter and batteries consid-
ered together) limits direct calculation of the power to be
supplied from the BSDs. In addition, dispatchability and inde-
pendence of each day-ahead schedules are the contradicting
objectives. Therefore, if the sizing of BSDs are pre-calculated,
constant dispatch from RE-generation and storage device while
maintaining independent day-ahead schedules may not be
ensured.

Fig. 1 shows the historical generation data from a combi-
nation of the wind and solar generator of 20 MW capacity
to depict typical RE-generation data and its associated con-
stant day-ahead dispatch schedule. The historical data obtained
from [22] and [23] will be used as a part of case study.

A. Parameters for Sizing

If a battery is required to be integrated into an AC grid, a
power electronic (PE) converter based interface is also essen-
tial; and the power rating of the PE-converter will be decided
based on injectable (positive or negative) power into the batter-
ies. While PE-converters need not be frequently replaced, with
the finite physical and operational life of batteries, batteries are
required to be frequently replaced throughout the project life-
time. The combined operational battery and PE-converters can
be called as BSDs.

Batteries are required to be connected in series-parallel com-
bination to maintain DC-bus voltage and satisfy the planned
capacity constraint simultaneously. It can be assumed that the
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total capacity requirement is an integer multiple of capacities
of series connected batteries to maintain the DC-bus voltage,
considering modularity of batteries. Expected operational life
of batteries will be a function of current flowing through each
series connected branch. Assuming charge balance circuitry
is in place, the total current flowing from the battery will
be equally divided among the parallel branches. According to
available definition, the ‘1C-rate’ of the battery is the required
constant current output from batteries to discharge it within
one hour altogether. Assuming DC-bus voltage is remaining
constant, through simple manipulation, it can be shown that the
C-rate of all batteries is constant, and the 1 C-rate is equal to
the power to be extracted from the BSD to charge or discharge
itself completely within 1 hour. Because the current derived
from the BSD is not constant, the C-rate of the BSD (Crate)
with the capacity of C during the interval t can be defined as
follows:

Crate = |PS(t + (n − 1) · ND)|
C ; ∀t, n (2)

Depth of discharge of each storage cycle (from Day-Ahead
operational point of view) does not remain constant as well.
Therefore, an alternate and simpler metric that signifies total
number of cycles executed is applied, and it is termed as the
throughput of batteries [24] is used in this problem to estimate
capacity depreciation. Mathematically, throughput of a storage
device (ϒ) executed for nth day, for the periods specified by
t, with each period consists of kh hours, can be defined by,

ϒ = kh

∑

∀t

|PS(t + (n − 1) · ND)| (3)

Typically, each battery manufacturers, along with a capac-
ity rating, specify the rated lifetime throughput (Y), which is
proportional to the capacity rating of the storage device. The
proportionality constant (F) is unique for each type of batter-
ies, and can be called as ‘throughput factor.’ For simplicity,
‘throughput factor’ can also be equal to the number of cycles
that the battery can execute at its standard operating condition.
Then rated executable throughput can be given by,

Y = F · C (4)

Because batteries have to absorb all the variability, Crate

and throughput expended by the battery in each operational
day does not remain constant. However, to prevent fast degra-
dation of batteries, Crate must be limited, while, throughput
expended to eliminate the variability determines replacement
frequency of battery. It is notable that both C-rate and through-
put spent depend on variability of historical data, and will play
significant role in sizing.

References [25] and [26] indicates that the response time
of most of the battery technologies is less than one second.
Therefore, maximum physical ramp-rate can be executed by
the BSDs will be limited by available charge within batteries,
Crate and ratings of PE-converters. Because ramp-rate limit-
ing factors are already accounted in sizing, ramp-rate will not
hinder the operation of the BSD.

B. Statistical Calculation for Sizing

Once the sizing of the BSD is determined, the objectives,
(i) average output from RE-BSD combination to be constant
throughout a day, and (ii) day-ahead scheduling to be inde-
pendent of each other, as discussed, may not be satisfied
simultaneously, because of asymmetric charging and discharg-
ing characteristics. Asymmetry arises because of the inherent
inefficiency of battery and PE converters. The aim of reduc-
tion of injection of the variability in RE-generation into the
grid can only be achieved by minimizing the squared sum of
injection of variability, while total energy stored into a bat-
tery in a day is zero. The proposed objective can be called as
the ‘minimization of variability injection’ criterion. Also, since
day-ahead schedules are independent, average daily injection
from BSD and RE-generator into the grid will not remain
constant.

The sequence representing RE-generation on Kth day can
be given by, GK(t) = {PR(t + (K−1) ·ND)}, 1 ≤ t ≤ ND. The
optimization problem to obtain appropriate sizing of BSDs
considering RE-generation data of the Kth day with an objec-
tive to minimize the injection of variability into the grid can
be given by,

min
PK

d (t),PK
b (t),PK

g (t)

∑

1≤t≤ND

(
PK

d (t) − {PK
d (t)}

)2
(5)

subject to,

GK(t) − PK
g (t) − PK

d (t) = 0 ∀t (6)

�(t) = PK
g (t)

|
(

PK
g (t)

)
| + ε

∀t (7)

(
PK

b (t) − ηch · PK
g (t)

)
· (1 + �(t))

×
(

PK
b (t) − PK

g (t)

ηdch

)
· (1 − �(t)) = 0 ∀t

(8)

kh

∑

1≤t≤ND

PK
b (t) = 0 (9)

Ideally, �(t) is a sign variable, where, �(t) = +1 sym-
bolizes BSD is charging, and �(t) = −1 symbolizes that
the BSD is discharging. ε is a small positive integer, that
allows a smooth transition to monitor charging and discharging
conditions of batteries.

The objective function (5) symbolizes the squared sum
error of the variability, calculated for the daily average gen-
eration, to be minimized. Constraint (6) signifies the power
balance equation and is required to be satisfied at each time
intervals of a day-ahead schedule. Assuming combined charg-
ing and discharging efficiency of PE-converter and batteries
to be ηch and ηdch, constraint (8) calculates total power
injected into the BSD. Constraint (9) signifies total charge
stored within a BSD is zero ensuring independence of day-
ahead schedules [3], [10]. If the residual energy contained
within the battery be given by C0, the total energy/charge
contained within the battery at time T can be given by,
C0 + kh

∑T
t=1 PK

b (t), where, 1 ≤ T ≤ ND.
Fig. 2 shows an example of different daily charg-

ing/discharging profile of batteries. Let SOCmin and SOCmax
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Fig. 2. Different SOC profiles to demonstrate the requirement of two-battery
model. SOC′

max and SOC′
min represent maximum and minimum SOC executed

by the battery for Pattern 4, calculated with respect to average SOC of SOC′
avg

for a given capacity.

be allowable minimum and maximum state of charge (SOC)
of the battery, while SOCavg represent residual SOC to be
retained at the beginning and end of a scheduling horizon.
Also, let SOCavg is the algebraic mean of SOCmin and SOCmax.
Now consider, for example, for a given day, to ensure min-
imum variability injection, minimum and maximum state of
charge of the battery can be given by SOC′

min and SOC′
max

respectively (see Fig. 2); where SOC′
min and SOC′

max may not
be symmetric about but are defined with respect to SOCavg. On
the other hand, SOC′

min and SOC′
max may vary for each of the

scheduled day. To ensure predefined maximum depth of dis-
charge (�SOC) of batteries, appropriate capacity rating of
the battery can be calculated in such a way that �SOC =
SOC′

max − SOC′
min for each scheduled day. To account for

daily charging and discharging asymmetry the residual SOC
may shift to SOC′

avg, where, SOC′
avg may not be equal to the

algebraic mean of SOC′
min and SOC′

max. However, ensuring
residual SOC to be at SOC′

avg, and DOD at �SOC will ensure
complete utilization of the batteries for the complete historical
data set, while maintaining desired depth of discharge.

A two battery model constituting of fictitious ‘BSD +’ and
‘BSD −’ is applied for sizing. Assuming C0 = 0, let ‘BSD
+’ remains active when kh

∑T
t=1 PK

b (t) > 0, and ‘BSD −’
will be active when kh

∑T
t=1 PK

b (t) < 0. It is notable that total
capacity can be obtained by simply adding capacities of ‘BSD
+’ and ‘BSD −’. Charge contained within the BSD (QK),
capacity rating of ‘BSD +’ (CK+) and ‘−’ (CK−), and throughput
of the BSD (TK) to eliminate the RE-generation variability
considering the RE-generation of Kth day can be given by:

QK =
{

kh · A · PK
b

∣∣∣∣
A(i, j) = 0 if i < j;

= 1 otherwise

}
(10)

CK+ =
{∣∣max{QK}∣∣

�SOC if max{QK} > 0
0 otherwise

(11)

CK− =
{∣∣min{QK}∣∣

�SOC if min{QK} < 0
0 otherwise

(12)

TK = kh

∑

t

∣∣PK
b (t)

∣∣ (13)

In (10), QK represents a vector depicting energy con-
tained within the battery with zero residual energy stored.
It can be shown that max{QK} ≥ 0 and min{QK} ≤ 0.
From modeling point of view, four scenarios are viable:

Fig. 3. Normal Distribution depicting 3σ interval.

(i) min{QK} < max{QK}; min{QK}, max{QK} �= 0 (ii) 0 =
min{QK} < max{QK}, (iii) min{QK} < max{QK} = 0 and
(iv) min{QK} = max{QK} = 0. Capacity calculation (11)-(12)
accounts for the presented four scenarios, while for a given
day, only one of these four components will be active.
Equation (13) is based on calculation of throughput as shown
in (3).

Maximum of the power output from the battery determines
power rating of the PE-converters, which can be given by:

PK = max
{∣∣∣PK

g (t)
∣∣∣
}

(14)

The optimization problem formulated in (5)-(9) is required
to be solved for the randomly selected days from histor-
ical time-domain data to calculate the sizing requirement.
Sizing of the BSDs is statistically calculated with these
daily storage requirements using 3σ principle described
as follows.

Assuming, the given data set or observations follows nor-
mal distribution N (μ, σ 2), the probability of occurrence of an
event, X , can be given by,

P{|X − μ| < aσ } = 2�(X ) − 1, a > 0 (15)

�(X ) is the cumulative distribution function of normal dis-
tribution. Graphical representation of the normal distribution
function along with its mean, μ and standard deviation σ are
depicted in Fig. 3.

If a = 3, we get, P{μ − 3σ < X < μ + 3σ } = 0.99730,
which infers that the events |X −μ| > 3σ are virtually impos-
sible. Design of an experiment considering the events with
|X − μ| < 3σ embraces the event probability of 0.99730,
which is called as 3σ principle [27].

In the current context, the schedule will be at risk, if the
requirement exceeds design specifications. Selection of 3σ

principle reduces the non-conformance probability to 0.0013.
Reduction of the confidence interval will increase the non-
conformance probability while reducing BSD ratings. In this
work, the 3σ confidence interval is selected as a hard con-
straint. However, the effect of reduction of confidence interval
on sizing of BSDs and associated performance of day-ahead
schedule will also be studied.

The vectors consisting of power rating of the PE-
converter ({PK : ∀K}), the capacity rating batteries
({CK+ : ∀K}, {CK− : ∀K}), and daily throughput {TK : ∀K}
expense of the battery can be obtained for all the randomly
selected days. Assuming the probability distributions of sizing
requirement following normal distribution, with the estimated
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mean and standard deviation of the sizing requirement for ran-
domly selected days, the capacity rating batteries (C+, C−),
power rating of PE converters (P), and daily throughput
expense of the battery (T ) can be calculated based on 3σ

method, and can be given by:

C+ = μ
({

CK+ : ∀K
})+ 3 · σ

({
CK+ : ∀K

})
(16)

C− = μ
({

CK− : ∀K
})+ 3 · σ

({
CK− : ∀K

})
(17)

P = μ
({

PK : ∀K
})+ 3 · σ

({
PK : ∀K

})
(18)

T = μ
({

TK : ∀K
})+ 3 · σ

({
TK : ∀K

})
(19)

μ(·) and σ(·) are functions depicting maximum likeli-
hood estimate of mean and standard deviation (degree of
freedom adjusted) respectively. Estimated C+, C− are ≥ 0.
Overall capacity rating of the battery (C) and the residual SOC
(SOC′

avg) can be given by:

C = C+ + C− (20)

SOC′
avg = C−

C+ + C− + ε
(21)

Because C-rate is dependent on the capacity rating of the
BSDs, average C-rate of the BSDs for the Kth day is calculated
and will be used for statistical calculation of overall C-rate
of batteries. Calculation of the vector representing C-rate for
randomly selected Kth day (RK) and statistically calculated
C-rate (R) can be given as follows:

RK =
∣∣∣∣∣
PK

g (t)

C

∣∣∣∣∣ (22)

R = μ
({

RK : ∀K
})+ 3 · σ

({
RK : ∀K

})
(23)

Capacity rating of batteries must be modified to C′, with-
out impacting SOC′

avg, so as to limit statistical C-rate (R)
to the upper bound of C-rate (Rlim), to improve the life of
batteries [28]. Calculation of C′ is shown below:

C′ = C · R
Rlim

(24)

Statistically calculated capacity rating of the BSDs, will be
used in the optimization problem described in the following
section.

III. CALCULATION OF SIZING OF BSDS FOR LOW

AND HIGH FREQUENCY SEGMENTS

The frequency response, X(k) (k ∈ Z) of a sequence repre-
senting the power to be injected into a BSD, x(p) (p ∈ Z)
can be written as a sum of related complex exponential
sequences [21]. This transformation is referred to as DFT, and
can be depicted as:

X(k) =
N−1∑

p=0

x(p)Wkp
N ; WN = e−j(2π/N) (25)

‘k’ represents the frequency number in the discrete domain,
and is related to time domain frequency by the Nyquist
Frequency. N is the period of the historical data for the calcu-
lation of DFT. In the discrete domain, k is bounded by [F1, F2]
(F2 ≥ F1 ≥ 0).

Application of ideal low and high pass filter based on a
particular cut-off frequency will separate out low and high-
frequency component from the historical generation sequence.
Band-limited time-domain signal is obtained from filtered
frequency domain signals using inverse discrete Fourier trans-
form (IDFT) method. The expression to get filtered time-
domain signal can be given by,

x̃(·)(p) =
N−1∑

k=0

X(k) · W(·) · W−kp
N (26)

where, WLPF and WHPF are frequency response of low and
high pass filter respectively. x̃LPF(p) and x̃HPF(p) represent
slow and fast varying components of the historical data.

A. The Capital Recovery Factor of the Investment

Planning cost comprises of (i) cost of batteries, and (ii) cost
of PE converters. Both of these expenses are required to be
annualized using suitable discount rate (d) and recovery time
(nD) to obtain total annualized cost of BSDs. The annualization
factor is called as capital recovery factor (CRFb(d, nD)) and
is defined as follows:

CRF(d, nD) = d(1 + d)nD

(1 + d)nD − 1
(27)

Multiplication of CRF(d, nD) with the investment cost
yields yearly recoverable cost of the project. The discount
rate, ‘d’ is usually decided by investors. Life of PE convert-
ers often determines the duration of the project (assuming,
PE-converters are 100% reliable within their lifetime). In
contrary, physical life of batteries are smaller compared to
PE-converters and driven by their throughput. Assuming the
discount rate for recovering the cost of batteries to be very
small, or, (1 + d)nD ≈ (1 + nD · d), (27) reduces into:

CRFb(d, nD) = d + 1

nD
≈ 1

nD
(28)

The approximation is obtained considering nD � 1
d , which

is true in general for batteries with physical life (nD) of ≤ 5
years. If, the statistically calculated daily throughput to be
executed by the batteries calculated using 3σ rule is given
by ϒ , and rated throughput executed is given by Y , with the
throughput factor of F , the recovery factor for the storage
device (Kb) can be given by:

Kb = CRFb(d, nD) = NYϒ

Y
= NYϒ

FC (29)

The recovery factor for the PE-converters (Kp) is constant,
with both ‘d’ and ‘nD’ being constant. It can be noted that
both Kb and Kp are ∈ R

+.

B. Optimum Choice of BSDs

The hypothesis (H0) was the use of different type of bat-
teries with the various life-cycles in conjunction will be cost
minimal, and batteries with large number of cycle will be uti-
lized together with fast component of historical data set. In this
regard, two types of batteries, S ∈ {A, B}, with the capacity
cost of �A and �B $/MWh and throughput factor of FA and
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FB respectively are considered to be available at the beginning
of planning horizon. Both FA and FB are intrinsic properties
of BSDs, while, lifetime throughput ratings, YA and YB MWh
respectively depends on the capacity rating of the BSDs as
well.

It is notable that the fast Fourier transform (FFT) algo-
rithm, used for calculation of DFT of the historical data
set, is conjugate symmetric. The frequency response is dis-
crete, and the frequency response is ranged within [F1, F2].
Therefore, the cut-off frequency (F) is required to vary within
[F1,

F2+F1+1
2 ] to capture the entire frequency spectrum; and,

F ∈ [F1,
F2+F1+1

2 ] (F ∈ Z
+) divides the complex frequency

response obtained from DFT into two components: (i) low
frequency component [F1, F)∪ (F2 +F1 −F, F2] and (ii) high
frequency component [F, F2 + F1 − F].

Let, Z ∈ {L, H} indicate low and high-frequency compo-
nents of the DFT spectrum about F. Application of IDFT on
the low and high-frequency components of the DFT spectrum
will generate the band-limited time-domain data. Capacity
rating (CZ) and annual throughput (ϒZ) of the BSDs, and
PE-converter rating (PZ) for each of the components of Z
are statistically calculated using 3σ rule. Either of the battery
types can be selected for mitigating the variability of the low
and high-frequency segments. The annualized cost function to
be minimized can be written as:

�
(
F, βS,Z

) =
∑

Z∈{L,H}

∑

S∈{A,B}
Kb CZ�SβS,Z

+ Kp · U

⎛

⎝
∑

Z∈{L,H}
PZ

⎞

⎠

=
∑

Z∈{L,H}

∑

S∈{A,B}
�S

ϒZ

FS
βS,Z

+ Kp · U

⎛

⎝
∑

Z∈{L,H}
PZ

⎞

⎠ (30)

For simplicity, let us assume that �S and FS are con-
stant throughout the planning period. βS,Z is a binary variable
(βS,Z ∈ {0, 1}) indicating suitable selection of S, for each com-
ponent of Z. If BSD type S is selected for segment Z, βS,Z = 1;
else, βS,Z = 0. Since, at least one storage type is required to
be selected for each component of Z;

∑
S∈{A,B} βS,Z = 1 ∀Z.

In the objective function (30), for a given F, ϒZ and PZ are
constants; which will result into the cost of PE-converter to be
constant. In the absence of cross-coupling term between low
and high-frequency components of the cost of batteries in the
objective function, the cost of batteries of the low and high-
frequency segment must be independently at their minimum.
For a given F, the objective function becomes,

min
∑

S∈{A,B}
ϒZ

�S

FS
βS,Z ∀Z (31)

Because ϒZ are constants and ≥ 0, minimum investment
cost for a given F depends only on minimum �(·)

F(·) ratio.
Theorem 1: For minimization of total investment cost with

multiple available BSDs, a storage device with minimum ‘unit

cost to throughput factor’ ratio will only participate into the
optimal mix independent of frequency segment considered.

Theorem 1 transforms the objective function (30) into:

�′(F) = �S∗

FS∗

⎛

⎝
∑

Z∈{L,H}
ϒZ

⎞

⎠+ Kp · U

⎛

⎝
∑

Z∈{L,H}
PZ

⎞

⎠ (32)

S∗ represents optimum storage type based on minimum �(·)
F(·)

ratio.
Because of limited throughput of the batteries, in contrast

to the converters, the batteries are required to be frequently
replaced. In addition, �(·)

F(·) may not remain constant until the
end of life of batteries. But, as the PE-converter is designed
at the beginning of the planning period for both segments,
the operating frequency F has also become constant. In the
present case, the planning cost remains at its minimum level,
if batteries with minimum �(·)

F(·) ratio is selected for successive
replacement. And so, this planning methodology can be termed
as ‘pay-as-you-go-plan’.

The design specification of the BSDs used in the objec-
tive function depicted in (32) is calculated based on the
statistical calculation presented in Section II. Therefore, the
cut-off frequency that minimizes the objective function will
be determined by the historical data set.

C. Solution Methodology

The cost-minimization objective function is dependent on
the statistically calculated sizing of BSD. For each of the cut-
off frequencies, a large number of secondary ‘minimization
of variability injection’ optimization problem was required
to be solved to determine the statistical sizing. Therefore,
calculation of sizing of batteries and PE-Converters at each
cut-off frequency is computationally intensive, or ‘costly,’ and
therefore can be treated as a ‘black box.’

The solution space of the optimization problem is discrete in
nature, and derivative of the cost function is not readily avail-
able. Therefore, mode-pursuing sampling (MPS) method [29]
has been used to solve the optimization problem. MPS method
is efficient and robust for the optimization problem involving
computationally expensive black-box functions with discrete
search space. MPS is a derivative-free optimization algorithm
and uses random-discretization based sampling method [30]
to calculate new samples. This approach statistically evaluates
a large number of samples near the global optima, ensuring
faster convergence.

Algorithm 1 and 2 depict the solution methodology using
MPS method. If sizing is to be calculated considering dif-
ferent historical RE-generation data, they are required to be
assimilated (PM) and fed into the algorithm as an input. Other
parameters to be fed into the algorithm are, search space spec-
ified by frequency range F1 and F2, randomly sampled days
(nR) for statistical calculation of the ratings of the BSD, nP

different frequencies in each iteration, nC successive iteration
with no change in optima and the convergence tolerance, �.

Essentially, Algorithm 1 generates a set of frequencies
(with nP number of elements) from the discrete search
space obtained from frequency range F1 and F2, and calls
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Algorithm 1: Algorithm to Calculate Optimal BSD Rating
Data: F1, F2, nP, nC, nR, �

Result: CZ
∗, ϒZ

∗, PZ
∗

• Randomly select nR number of days, D from a uniform
distribution;
• Randomly select nP different cut-off frequencies
(F ∈ [F1,

F2+F1+1
2 ]) without repetition, and calculate the

cost function, �′
F using Algorithm 2 (extreme points are

forcefully included to validate the proposed hypothesis),
considering randomly selected D;
• Create a set n consisting of calculated costly data
points, and their corresponding functional values;
• Set temporary variable flag = 0, to track convergence
of the MPS algorithm;
• Set an arbitrary high cost, �opt;
while flag ≤ nC do

− Probabilistically select nP different cut-off
frequencies (F) without repetition, excluding existing
points using MPS algorithm;
− Based on the set of costly new data points,
calculate the cost function, �′

F using Algorithm 2,
considering randomly selected D;
− Append the set of costly data points n with new
samples and associated cost functions;
− Find the minimum of the calculated samples, �N

opt;

if

∣∣∣∣
�opt−�N

opt
�opt

∣∣∣∣ ≤ � then flag = flag + 1;

else flag = 0;
if �opt ≤ �N

opt then
�opt = �N

opt ;
end

end
• Calculate �∗; CZ

∗;ϒZ
∗;PZ

∗ corresponding to the
cut-off frequency with the cost function value �N

opt;

Algorithm 2 to statistically calculate the sizing of BSD for
each of the generated frequency. Algorithm 2 uses assimilated
historical data PM to convert it into low and high frequency
segment with respect to the cut-off frequency obtained from
Algorithm 1 using (25)-(26). Sizing requirements are then
calculated using (5)-(14) for randomly selected days of each
segment of historical data. Statistical sizing specifications are
then calculated using (16)-(24) and fed it back to Algorithm 1.
Algorithm 1 checks the convergence, then, either generate new
data points or terminates indicating that the problem is con-
verged. The problem is assumed to be converged, if the optimal
solution does not change for nC number of successive interval.
If the problem is not converged, in each iteration, nP addi-
tional frequencies are probabilistically selected as a part of
MPS algorithm.

nR random numbers, each representing a day, were sampled
from an uniform distribution. Statistical sizing calculations are
carried out, for each of these sampled days. Because, sizing of
low- and high-frequency segments were required to be inde-
pendently calculated, a total of 2nR secondary optimization
problem was solved at each cut-off frequency to evaluate the

Algorithm 2: Algorithm to Statistically Calculate Cost and
Rating of BSDs for a Given Cut-Off Frequency, F

Data: PM, F, D
Result: CZ , ϒZ , PZ , �′

F• Apply low and high pass filters with respect to the
cut-off frequency F on the DFT sequence;
• Apply IDFT on these signals to obtain band-limited
time-domain signals;
for ∀D do

− Calculate capacity rating of the BSD, power rating
of the converters, and throughput of the BSDs;

end
• Statistically calculate CZ, ϒZ,PZ ;
• Using expression (22), and (23) calculate RZ ;
if RZ > Rlim then

− Recalculate storage sizing using expression (28)
such that it conforms to average C-rate limit;

end
• Calculate the cost function �′(F) using equation (32);

TABLE I
SPECIFICATION OF THE BSD FOR PLANNING

sizing of batteries and PE-converters to mitigate the uncer-
tainty in the historical data. It is also notable that similar set
of days are required to be used at each cut-off frequency for
statistical sizing calculation.

IV. CASE STUDY

Yearly historical generation data set of similar resolution can
be assimilated, and the frequency spectrum was obtained using
DFT. The Nyquist rate of the frequency signal was 0.8 mHz
(resolution of the dataset is 10 minutes). Installed capacity
of both the wind-generating and the solar-generating site was
20 MW. As proven earlier, BSDs with minimum �(·)

F(·) ratio
was selected at the beginning of planning; and the associated
specification is given in Table I.

In addition to the available historical wind [22] and
solar [23] generation data sets for the wind and solar genera-
tion site of 20 MW capacity each, an additional hypothetical
data set was created using the algebraic summation of 50%
Solar and 50% Wind generation. Additionally, a uniformly
distributed data set (U(0, 20)) was generated with maximum
and minimum of 0 and 20 respectively. Two normally dis-
tributed data sets, with mean and standard deviation of 19 and
0.2 (N (19, 0.2)), and 10 and 4.0 (N (10, 4.0)) respectively are
also generated, while truncating them to limit within 0 and 20.
All of these artificially created data sets along with original
Wind and Solar generation data represents various scenarios
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Fig. 4. Variation in annualized cost at different cut-off frequency for minimum variability injection.

TABLE II
PARAMETERS OF THE MPS METHOD

−

of RE-generation and has been used to identify the applicabil-
ity of the hypothesis while testing the proposed methodology.
Length of each of the data set is selected in such a way that
they can represent historical RE-generation data with the res-
olution of 10 minutes, while the data set is available for 365
days representing a year.

A. Sizing of BSDs to Mitigate Variation in RE-Generation

Fig. 4 depicts the variation in the annualized cost function
for the discrete cut-off frequencies for the generated scenarios.
The parameters used for MPS algorithm is given in Table II.
Also, the discrete frequencies are converted into time domain
using the Nyquist rate. Since, sizing of the BSD for each sce-
nario were calculated only at finite number cut-off frequencies
as a part of MPS method, Fig. 4 was obtained by fitting a
cubic spline. In each of the scenarios, the minimum value of
cost function was found out to be lying at both the extremes
of the cost function, indicating use of single BSD embracing
complete frequency spectrum will be cost optimal.

Because, given a cut-off frequency, sizing of BSD is cal-
culated based on randomly selected samples, the solution
obtained will be uncertain. The variation in the cost with finite
sample size is assumed to follow the normal distribution, and
standard error in the total cost has also been presented in Fig. 4
by error bar. Estimation errors are calculated using the method-
ology presented in [31]. It is known that the estimation error
asymptotically reduces to zero with the selection of a large
number of days as samples. It is also notable in Fig. 4 that in
each of the scenario at each cut-off frequency, coefficient of
variation (CV) of the total cost is very small.

Two observations are notable in the current context: (i) the
battery with significant life-cycle, not necessarily to be used
to mitigate high-frequency component of RE-generation vari-
ation, it is rather unit cost to throughput factor ratio which
will dictate the sizing, and (ii) application of two BSDs in
conjunction (maybe two batteries of similar type) such that
either of them can be used to mitigate slow- and fast- varying
components need not result in most economic planning. The
cost curves signify that the sizing of BSDs considering the
complete frequency spectrum will be cost minimal. However,
because of the use of a finite number of scenarios, in this work,
“evidence of absence” [32] can not be theorized. Therefore,
use of multiple batteries (can be applied to storage devices
in general) in conjunction will require special treatment, and
sizing can be calculated on case by case basis.

Table III shows the sizing solutions of batteries and PE-
converters for cost-minimal planning in each of the scenarios.
Overall sizing requirement considering the complete frequency
spectrum in each of the scenarios are shown. It is also notable
that in each of the cases residual SOC level need not remain
at 0.5 to ensure the DOD limit.

It is evident that the sizing and indirectly the planning cost
will be proportional to the variability within the historical gen-
eration data. The second moment has been used to represent
the variability within the stochastic data set. Fig. 5 simulta-
neously represent cost per unit capacity of each of the data
set signified by their second moment with varying statistical
significance selected for sizing, and linear fit obtained using
least squares estimation (LSE) between cost per unit capacity
with the second moment of each of the data set with statistical
significance as a parameter. Both Table III and Fig. 5 indicate
that sizing requirement increases with increasing variability
within the dataset. Table III also shows that CV because of
finite sampling is very small.

From Fig. 5, it can be concluded that a linear increase in
variability will linearly increase the unit planning cost. The
coefficient of the linear term is the function of other param-
eters, such as statistical significance selected for sizing, unit
cost to throughput ratio of batteries, unit cost of converters and
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TABLE III
COMPARISON OF THE RATING OF THE BSDS

Fig. 5. A linear fit of the cost per unit capacity of BSDs with different
moment of the data sets.

Fig. 6. The histogram of average daily net injection into the grid with sizing
according to 3σ principle.

various recovery factors. It is also notable that if fitted using
LSE, the coefficient of the linear term also linearly increases
with increasing variability. In overall, characteristic curve can
be given by, y = 0.68x(p + 3.77), with R2 = 0.79; where, x
is the variability within the dataset measured using the second
moment, and p is the statistical significance used for sizing
measured using the standard deviation. Moreover, p = −3.77
indicates y = 0; symbolizing if sizing is calculated based on
approximately −3σ , BSDs will not be required and injection
of variability into the grid will not be bounded.

B. Benefits of Sizing Using 3σ Principle

To analyze the utility of sizing using 3σ principle, given
the capacity rating, throughput rating, the residual SOC of
batteries and power rating of the converters, minimization

Fig. 7. The histogram of deviation in average daily net injection into the
grid.

of injection of RE-generation variability into the grid shown
in (5)-(9) was carried out. Histogram of average daily injection
and total daily variability injected into the grid are presented
in Fig. 6 and Fig. 7. The benefits of using 3σ principle can
be observed in Fig. 7, which indicates, little to no injection
of variability into the grid. However, independence of daily
scheduling does not ensure the invariability of average daily
injection into the grid. Fig. 6 represents that depending on the
selected data set, the daily injection has a large standard devi-
ation. Because the second moment for N (19, 0.2) data set is
≈ 0, sizing requirement is also ≈ 0.

From Fig. 6 it is notable that both average and standard
deviation of daily power injected into the grid is very low
for solar generator only operation, while it is very high for
wind generators. With equal mixing solar and wind genera-
tion, the mean of average daily injection has been reduced by
28.90% compared to the wind only operation, while the stan-
dard deviation of average daily injection has been reduced by
48.88%. This way, with an optimal mix of various RE gen-
eration, the mean capacity utilization can be increased while
decreasing the variability in average daily injection, paving the
way towards an RE only grid.

C. Benefits Regarding Reduction of Variability With
Increasing Statistical Significance in Sizing

Statistical 3σ principle is selected as a hard constraint in
this work. However, it is expected that with reduction in sta-
tistical significance in terms of standard deviation for sizing
the variability injection will also be increased.

Fig. 8 shows that the total daily variability injection is expo-
nentially decreasing with increasing statistical significance.
While it can be shown that increasing statistical significance
would linearly increase the total planning cost with no change
in the selection of cut-off frequency. Therefore, a proportional
increase in the planning cost will incur an exponential reduc-
tion in the daily injection of variability into the grid, and so,
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Fig. 8. Injection of variability with increasing statistical significance.

Fig. 9. Impact of unit cost to throughput factor on annualized planning cost.

the returns from increasing statistical significance are dimin-
ishing. Nevertheless, if statistical significance is not selected as
a hard constraint, the statistical significance itself is required
to be a criterion to study the economic feasibility, and will be
encountered in the future studies.

D. Impact of Unit Cost to Throughput Factor on the
Planning Cost

Because unit cost to throughput ratio itself is variable
throughout the planning horizon, and also, the batteries with
least unit cost to throughput factor ratio will be required to be
selected for successive replacement, it is important to study
the impact of the ratio on the cut-off frequency and the total
cost.

Fig. 9 shows that the total cost linearly increases with
increasing unit cost to throughput factor ratio. The objective
function, can be represented as, �′(F) = x(

∑
Z∈{L,H} ϒZ)+Kp·

U(
∑

Z∈{L,H} PZ), and the co-efficient can be directly obtained
from total annual throughput

∑
Z∈{L,H} ϒZ , and annualized

cost of converters Kp · U(
∑

Z∈{L,H} PZ). x is the unit cost to
throughput ratio, as defined earlier.

Fig. 9 is obtained by independently calculating the annual
throughput and the annualized cost, and R2 are ≥ 0.9. It can
be shown that if a sequence is the linear sum of its sub-
sequences, and the global optimal point does not shift with a
change in non-negative weights, then each of its components
resides independently at their global optima, and vice-versa.
Therefore, because both total annual throughput and annual-
ized cost of converters, remains constant independent of the
�
F ratio, and cut-off frequency of the objective functions lies
at the extreme points of the search space, the optimal value of
the components also independently lies at both the extremes
and can be verified by further simulations.

Therefore, for the given the data set in all the scenarios, and
3σ statistical significance, it is always optimal to consider the

†Observations are scaled up by a factor of 10, to improve the clarity of the
figures.

Fig. 10. Injection into the grid, the BSDs, and charging condition of batteries.

complete frequency spectrum in sizing. Because the change
in the ratio has no impact on the cut-off frequency, it can
be expected that lifetime total planning cost remains at the
minimum with “pay-as-you-go” plan. In this case, because
the annual throughput and annualized cost are independent of
the ratio, increase in CV will be observed with increasing �

F
ratio.

E. Impact of Wind and Solar Generation in the Day-Ahead
Operation of the Grid

Fig. 10 shows an example of the hourly operation of
RE-BSD combination for an arbitrarily selected day. The cal-
culation of the residual SOC level has been presented earlier
and will differ based on the historical data, while invariability
of initial and final SOC ensures independent day-ahead oper-
ation. As expected from Fig. 7, interval wise injection into
the grid in both the scenarios remains constant for the sched-
uled day, while, the order of statistical significance in selecting
the appropriate sizing of BSDs would have a direct impact in
the injection of variability into the grid. Asymmetry of charg-
ing and discharging profile around the residual SOC is also
notable.

F. Real-Time Operation

Proposed ‘minimum variability injection’ methodology can
be suitably incorporated in real-time balancing. It is notable
that both day-ahead and real-time operations can comple-
mentarily eliminate the variability. In real-time operation, the
primary focus is to alleviate the variability introduced by fore-
cast error and not to mitigate the variability as a part of
‘minimum variability injection’ scheme. Assuming forecast
error to follow a given distribution, mathematically, it can be
assumed that the prediction error to follow stochastic random
walk (Brownian movement). The sizing solution for real-time
operation can be estimated from this assumption and can be a
part of future work. It is notable that the intended formulation
still assumes transmission network to be resilient enough to
absorb all the power injected into the node.

V. CONCLUSION

An optimal sizing methodology of BSDs to mitigate the
variability of RE generation was discussed in this paper. For
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each of the cut-off frequencies, obtained from the DFT, the
sizing of batteries and PE-converters were statistically cal-
culated based on the historical RE-generation data. Since
constant daily schedule and their independence can not be
simultaneously satisfied, the design objective selected was the
minimization of squared sum of variability, while, indepen-
dence of daily schedule was a hard constraint. A ‘cost to
throughput factor’ criterion was found for the initial selection
of batteries that ensures minimum planning cost.

Because of the discrete solution space and computation
intensive statistical method for sizing, to alleviate rigorous cal-
culation involved in the exhaustive search to find out a global
optima, MPS based method was applied. Various artificially
generated scenarios were used to calculate the sizing for com-
parison purpose. In all the scenarios MPS show that the cut-off
frequency for the minimum cost is located at either of the
extreme, while, the use of multiple battery types in conjunc-
tion will be costlier. The proposed method is generic, but, the
different historical data set will give a different result. It has
also been found that the average daily injection into the grid
is not constant, while, the histogram of total daily variability
injection signifies that the proposed sizing methodology based
on 3σ principle can successfully be used for base-load gener-
ation. For the data set used, the average injection with solar
generation is less variable compared to that with the wind gen-
eration. Therefore, it can be concluded that an optimal mix of
the wind and solar generation is desirable. It is also shown that
the residual SOC level depends on the historical data set while
ensuring the DOD limit. Exponential reduction in the injection
of variability can be observed if statistical significance is var-
ied while determining the sizing. The planning cost linearly
increases with increase in ‘cost to throughput factor’ ratio. It
was found that for the given datasets, and 3σ statistical sig-
nificance, it is always optimal to consider complete frequency
spectrum in sizing, and the proposed ‘pay-as-you-go’ plan
attains the global minima.
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