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Abstract—With the increasing penetration of primarily inertia-
less distributed energy resources, allowable delay in the fast
frequency reserve provision to ensure marginal stability condition
can become comparable with the requisite dead-time for fast-
switching in a radial power distribution system (PDS) connected
to the transmission system. Consequently, the prevailing short-
duration load-generation imbalance might propagate as system-
wide frequency excursion in the future power system, which
traditionally has not been observed. Furthermore, during the
fast-switching, some of the fast-acting reserve (FAR) providing
local generators remain inaccessible to the bulk power system
(BPS). This work has answered the questions of requisite reserve
requirements to cater to such events through efficient energy and
FAR provision joint-scheduling. Stochasticity of fast-switching,
with temporary faults as a use-case, requires modeling of load-
generation imbalance and local resource unavailability, vis-á-
vis FAR requirement problem, as a chance-constraint. Due to
the limited visibility at the BPS level, PDS operators must
ensure sufficient FAR availability for a given confidence level
of the chance-constraint. Individual chance-constraints are used
to ensure mathematical simplicity. Here, the PDS is operated as
a virtual power plant (VPP), where the operator can procure
resources locally or from the wholesale market with the aim
of profit maximization before the contingency occurs. Results
show that FAR requirements can influence the local energy
schedule and raise energy costs. Furthermore, the confidence
level of the chance-constraint can impact overall profitability,
and FAR should be scheduled carefully. Comparative analysis
with a modified benchmark IEEE 33-node radial test system
and a 98-node test system shows the superior performance of
the proposed approach. The impact of the limited available FAR
is also demonstrated.

Index Terms—Chance-Constrained Optimization, Day-Ahead
Market, Fast-Switching, Joint-Scheduling, Low-Inertia Power
System, Reserve Allocation, Virtual Power Plants (VPP)

NOMENCLATURE

γq,y,t Demand response (DR) level y, of the load
connected at bus q, during interval t, (∈
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{0, 1}).
ηch, ηdch Aggregated charging and discharging effi-

ciency of the battery storage devices (BSDs),
in pu.

πDR
t Retail price of electricity for the customers

during interval t, in MU/kW.
π
E/RF/RS
t Energy /fast-acting reserve (FAR) /primary fre-

quency reserve (PFR) price in the electricity
market during interval t, in MU/kW.

τ Duration for which FAR needs to be dispatched
from BSDs, in h.

κ The confidence level of the chance-constraint.
Ξ+
t , β+

ξ,t Parameters of the conditional value-at-risk
problem to cater to load insufficiency.

Ξ−
t , β−

ξ,t Parameters of the conditional value-at-risk
problem to cater to generation insufficiency.

CB/DG Total daily operational cost of BSDs/diesel
generators (DGs) in the energy market, in MU.

CDiG/DR Total daily operational cost of renewable en-
ergy generators (REGs)/controllable loads, in
MU.

CWEM Cost of power purchase from the day-ahead
wholesale market, in MU.

kt Hour equivalent of scheduling intervals, in
h−1.

Ly,PDR
y Change in load demand and price of electricity

at DR level y, in %.
RDG

q,t Ramp rate of DGs located at bus q during
interval t, in kWh−1.

S0,t, S
DG
q,t PFR procured from the market and allocated

from the DG located at bus q, during interval
t, in kW.

P flow
l,t Active line flow during interval t, of line, l.

Qflow
l,t Reactive power line flow during interval t, of

line, l.
Sl Flow limit of line, l.
Aξ,q Parameter identifying whether node q remains

connected during the event ξ.
D

B/DiG
q Unit cost of power production from the

BSDs/REGs located at bus q, in MU/kW.
Jq,t,Bq,t Commitment status of the DG and total energy

stored within the BSD located at bus q respec-
tively, at the end of the interval t, in KWh.

RUDt Both up and down PFR requirements during
interval t, in kW.
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Bini
q Initial stored charge within BSDs located at bus

q, in kWh.
Bmin/max
q Minimum/maximum stored charge within

BSDs located at bus q, in kWh.
Cq,l Bus-branch connectivity matrix among line, l,

and node, q.
EB

q,t The FAR allocation schedule from BSDs at bus
q for interval t, in kW.

E
DiG/DR
q,t The FAR allocation schedule from

REGs/controllable loads at bus q for interval
t, in kW.

Etot
q,t , P

tot
q,t An effective total local FAR and energy gen-

eration schedule at bus q for the interval t, in
kW.

EBR
0,t , PG

0,t Total FAR and energy purchased from the
energy market by the virtual power plant oper-
ator, for the interval t, in kW.

pfq Peak load power factor of the load connected
at bus q, during interval t.

PL
q,t, Q

DR
q,t Forecast of the load and reactive power demand

of DR customer, respectively, connected at bus
q, during interval t.

P
B,+/−
q,t Power injected or extracted into the BSD at the

grid end of bus q, during interval t, in kW.
P

DG/DiG
q,t Power to be provided from DGs/REGs located

at bus q, during interval t, in kW.
PDR
q,t Power consumed by the DR loads located at

bus q, during interval t, in kW.
PDG,max
q Power generation upper limit of the DGs, in

kW.
PDG,min
q Power generation lower limit of the DGs, in

kW.
PDiG,MPP
q,t Forecasted maximum power generation of the

REGs located at bus q, during interval t, in kW.
PL,max
q,t Upper convenience limit of the demand re-

sponding load located at bus q during interval
t, in kW.

PL,min
q,t Lower convenience limit of the demand re-

sponding load located at bus q during interval
t, in kW.

rl, xl Resistance and reactance of branch l, in Ω.
Vq,t, V0,t Node voltage of bus q, and reference voltage

during interval t, in kV.
zq,t Charging or discharging status of BSDs, lo-

cated at bus q, during interval t (∈ {0, 1}).

I. INTRODUCTION

A. Background & Literature Review

L IMITED capacity prevents direct participation of in-
dividual distributed energy resources (DERs) into the

wholesale electricity market (WEM). Virtual power plants
(VPPs) [1] provide an alternative in this regard through an
aggregation approach. Although there is a significant amount
of literature on VPPs [2], [3], their practical implementations
through pilot projects have started only recently. In this regard,
facilitated by the recently passed Federal Energy Regulatory
Commission (FERC) order 2222 [4] in the United States,

DER operators can participate in the wholesale electricity
market through an aggregator. One such pilot project exam-
ple would be in the Electric Reliability Council of Texas
(ERCOT) [5], where qualified DERs are able to participate
in the wholesale day-ahead energy and non-spinning reserve
market. Here, ERCOT identifies one/multiple logical resource
nodes for telemetry and metering, where telemetry consists
of an aggregated representation of all the resources within
VPP premises. VPP demonstration project is also notable in
Southern Australia (SA) power networks [6] where the net
solar exporters are remunerated through a premium feed-in
tariff (FIT) mechanism. Although increased telemetry with
smart grid deployment increases DER visibility to the VPP,
these resources have limited visibility to bulk power system
operators. Secondly, contrary to the FIT mechanism, Time-
Of-Use (TOU) tariff captures the time value of electricity
facilitating regulation of electricity demand [7].

Given the limited visibility, it is the responsibility of the
utility company/retailers, acting as a VPP operator, to ensure
that local disturbances do not propagate into the bulk power
system (BPS) or the associated impact remains invisible to the
BPS operator. Furthermore, the consensus is that DERs would
soon replace conventional generators as the primary form of
generation. However, these DERs primarily include inverter-
based resources (IBR) that contribute little to no inertia to
the BPS; and consequently, it is expected that the aggregated
system inertia, vis-á-vis inertial reserve of the BPS, would
continue to decline. Owing to persisting residual inertia within
the grid [8], [9], the system’s inertia would remain nonzero.
Therefore, the operation of the grid with increasing penetration
of inverter-based DERs can be highly challenging.

As stated in [10], faster-acting frequency responsive re-
sources, such as IBRs, will be important in the reduced
synchronous resources paradigm. Accordingly, this work uti-
lizes a term called fast-acting reserve (FAR) to symbolize the
use of such resources for inertial support. However, unlike
synchronous resources, these IBRs do not inherently respond
to the system frequency, and one needs to rely on frequency
measurements for the inertial support from these resources.
Local frequency measurements can be noisy, and hence, the
use of multiple data sources across various locations for
frequency control is also suggested in the literature [11].
Requisite collection of multiple data streams and requisite
processing for the decision-making makes this frequency
estimation (based on which IBRs are expected to respond)
inherently delayed. Additionally, the response time of IBRs
(DERs in general), although very small, can quickly add up,
leading to delayed FAR provision [11]. However, if inertia-less
generators’ response is quick enough, delayed-droop control
as a part of FAR provision can still limit the post-contingency
frequency excursion [12], and local DERs can participate in
such an endeavor. Furthermore, a recent report prepared for
the FERC [13] suggests the participation of DERs, including
renewable energy generator (REGs)-based IBRs, in the fre-
quency response. While both of the pilot projects discussed
earlier facilitate the provision of reserve into the bulk grid,
there are concerns about how variable renewable resources
would contribute towards system inertia.
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The electricity distribution networks, where DERs are typ-
ically connected, may often require fast-switching. Here, the
fast-switching requirement due to faults in the power distri-
bution system (PDS) is considered as a use-case. Since a
majority of the faults in the PDS are temporary [14], we
will restrict our focus to temporary faults. During the post-
fault system operation, the first objective is to isolate and
contain the fault, which is carried out by the coordinated
operation of fuses, reclosers, and sectionalizers [15]. Fuse-
saving recloser operation is usually advocated to improve the
system average interruption frequency index (SAIFI) of the
network [16]. Consequently, the faulted section will remain
isolated from the rest of the PDS, vis-á-vis the BPS, for a
small but finite time with due consideration of coordination
and reclosing delay or dead time [17]. Alongside, some of
the FAR-providing DERs will also remain isolated. Therefore,
reliable FAR provision from these DERs can be very challeng-
ing. Furthermore, the disconnection of a segment within the
PDS during the dead-time would also create a temporary load-
generation imbalance within the BPS. Again, once the recloser
closes and the normal operating condition is reinstated, DERs
need to be appropriately synchronized before they are brought
back online [18]. Although load-generation imbalance is not
a significant concern for traditional power system operation,
reducing system inertia would make this problem very difficult
to overcome.

As shown in Fig. 1, therefore, from VPPs point of view, it
will be crucial to ensure that the local load-generation imbal-
ance remains contained by ensuring sufficient FAR provision.
VPPs may procure FAR from local resources or could be
purchased from the electricity market so that the BPS operator
is ignorant of these local events. Since the occurrence of
temporary faults is uncertain, FAR must be procured well in
advance (e.g., say, in the day-ahead market) to be able to be
dispatched in real-time. One of the possible ways in which
VPPs can bid into the day-ahead WEM would be to provide
self-schedules since the market operators typically do not
readjust self-scheduling resources [19]. VPP may self-schedule
its resources to provide energy and frequency reserve in the
WEM. Notably, the FAR requirement to mitigate the load-
generation imbalance is a function of the operating schedule
of local resources, which is also not known apriori. In this
work, we consider that (i) the loads and generators are paid
at a retail rate (such as TOU tariffs), (ii) VPPs typically
have the cost characteristics of local resources, and (iii) VPPs
are capable of calculating local DER forecasts, to be able to
derive the day-ahead self-schedule. Since the variability in the
renewable generation and load demands are relatively slower,
one would require primary-frequency reserve (PFR) alongside
much-needed energy demand, making our problem an energy,
PFR, and FAR self-scheduling problem.

Simultaneous allocation of energy and reserve based on
the associated marginal costs leading to an efficient pro-
vision is well known. In the context of the use of risk
constraints for VPPs, among the recently published literature,
[20] discusses bilevel decision-making with minimal financial
risk with financial transmission rights, [21] considers robust
optimization with multiple endo- and exogenous uncertainties,

[22] considers multi-horizon information-gap decision theory,
and [23] considers coordinated aggregator and VPP models.
The economic FAR allocation methodology through a joint-
scheduling strategy to mitigate the effect of reduced inertia
with fast-switching, considering temporary faults as a use-case,
in a PDS has been identified as a research gap.

B. Problem Statement

In one of the earlier works by authors [12], it has been
shown that allowable latency to ensure marginal stability con-
dition of the power system in the delayed frequency control of
the power system declines with system inertia. If the allowable
delay is comparably smaller than the dead-time for the recloser
operation, the local load-generation imbalance due to fast-
switching requirements with temporary faults will propagate
as frequency excursion into the BPS. Since the BPS operator
is invisible to events within VPP premises, a VPP operator is
expected to procure sufficient FAR, either from local resources
or from the WEM, to cater to these events. These reserves
are required to be procured sufficiently ahead, but the reserve
requirements are subject to forecast uncertainty and event
uncertainty. Additionally, following temporary faults, there are
two challenges in the operation of the future power system
with significant penetration of IBRs: (i) local load-generation
imbalance can propagate in the form of frequency excursion
into BPS, (ii) some of the local FAR providing DERs may be
disengaged from the BPS. Stochasticity of temporary faults
demands using the risk-constrained model for FAR provision.
Since reserve requirements are a function of local schedules
and worst-case optimal power flow (OPF) solution, (i) may
not exist or (ii) cost-prohibitive, we need to carry out chance-
constrained joint-self-schedule to identify the bidding strategy
for the VPP into the day-ahead WEM.

Fast-switching driven identification of reserve requirements,
especially in the future low-inertia power system context, has
never been discussed before to the best of the knowledge
of the authors (see [24] in this regard) and is the major
contribution of this work. It is imminent that this phenomenon
can significantly influence the operation of a PDS with a
significantly higher fault rate. In this work, the following
research questions are answered: (i) probabilistically, how
much FAR to procure? (ii) where to procure it from? (iii)
when is it most needed? and (iv) is there any correlation
between fault-rate and FAR requirements? FAR requirements
due to other events requiring fast-switching can be suitably
incorporated but not described here for brevity. The scope
of this work is limited to VPP self-scheduling in the day-
ahead market, which also satisfies the early FAR procurement
criterion. Notably, the dispatch can significantly change in
real-time due to various possible forecast errors. However, the
impact of associated uncertainties in FAR procurement is not
considered here.

C. Contributions

The contributions of this work are threefold:
(a) Probability of the fast-switching operation has been de-

rived in this work considering temporary faults as an
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Figure 1: Overview of the proposed DA joint self-scheduling problem.

example. These probabilities are calculated considering
the fault rate of the distribution lines following non-
homogeneous Poisson distribution to capture the like-
lihood of the occurrence of faults with seasonal vari-
ability. The condition under which the said probabilistic
definitions become unusable has been described, and it
is notable that robust optimization methodology can be
utilized in such cases.

(b) Conditional value at risk (CVaR) measure has been
utilized to ensure FAR sufficiency catering to load-
generation imbalance for the VPP during fast-switching
up to a specific confidence level. FAR requirements are a
function of the local resource schedule and the location
of faults within the network. Given the value at risk
(VaR) measure implies chance-constraints, and, VaR is
always less than that of CVaR, the proposed formulation
guarantees the satisfaction of the chance-constraint. The
CVaR approximation of the loss function is also shown
to be convex, making the chance-constrained reserve and
energy provisioning problem as a mixed-integer linear
programming (MILP) problem.

(c) The impact of temporary faults on FAR requirements is
studied considering a modified IEEE 33-bus radial PDS
from the VPPs perspective. Availability of FAR from
the battery storage devices (BSDs), controllable loads,
and REGs is considered. Energy and reserve require-
ments from local resources and the WEM in the day-
ahead temporal horizon are analyzed. The impact of the
confidence level of the chance-constrained problem on
the overall profitability of the VPP is also discussed,
which has facilitated the performance analysis of chance-
constraints. The solutions are also contrasted against
worst-case solutions. Comparative dynamic performance
of the system with limited FAR has been discussed.
The scalability of the proposed formulation has been
demonstrated using a moderately sized 98-node radial test
system.

D. Paper Organization

The remainder of the paper is organized as follows. Calcula-
tion of probabilities for recloser operation, FAR requirements,
the chance-constrained optimization problem, and calculation

of reserve requirements from various sources have been de-
scribed in Section II. VPP price taker joint-scheduling model
has been described in Section III. The proposed methodology
has been illustrated using a modified IEEE 33-bus and a 98-bus
radial PDS and is presented in Section IV. Section V includes
the concluding remarks.

II. FAR REQUIREMENTS OF FUTURE VPPS

A. Rate of Operation of Reclosers

Figure 2 shows a typical radial PDS, wherein, supposedly,
two reclosers J1 and J2 are in place. Fault-rate of a section of
the PDS connected between bus q and bus r is given by ℓqr.
The fault-rate in the case of the overhead distribution lines is
a function of several parameters, and a detailed discussion in
this regard can be found in [14] and [25]. It is to be noted that
the fault rates in case of overhead distribution lines1 can vary
throughout the year and even for each and every scheduling
interval. Two fault scenarios, namely Z1 and Z2, as depicted
in Fig. 2, are identified.

Figure 2: A schematic diagram of a VPP.

Given a faulted condition, only a particular set of reclosers
would operate. For example, given scenario Z1 occurs, both
reclosers J1 and J2 would operate to isolate the fault expecting
that the fault clears within the reclosing delay. Furthermore,
if the fault occurs on either of lines 2-3, 7-8, and 7-9, the
set of reclosers J1 and J2 would still operate. For the faulted
condition Z2, the only recloser J2 would operate. Similarly,
J2 operates if the fault also occurs on lines 4-5. Furthermore,
from the PDS point of view, in the considered scenarios, three
different event types can be assumed, such as (i) operation of

1Since faults in the underground cables majorly lead to permanent faults
and given temporary faults is the considered use-case associated fault rates
are ignored in the probability calculation.
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J1 and J2, (ii) operation of J2 alone, and (iii) no operation of
recloser(s).

A generalized definition of the set of event types represent-
ing reclosers’ operation in a radial PDS is given below:

Definition 1. Following the occurrence of a fault within a
radial PDS, at least one of the local reclosers would operate
for fuse-saving operation. Suppose, for isolating a temporary
fault, the event type ξ has occurred, and in this process,
an immediately upstream recloser, uu, operates. Suppose vv
is the set of all the reclosers connected at downstream of
uu. Let ww be the set of reclosers connected downstream
of any of the reclosers from set vv, such that ww ⊂ vv
(note the properness). If Ouu is the set of all lines connected
downstream of a recloser, uu, then the rate of occurrence of
event type, ξ, will be λξ, and can be given by,

λξ =
∑

∀y∈Ouu

ℓy −
∑

∀z∈Ovv\ww

ℓz (1)

where, y and z are indices identifying distribution lines and
ℓy represents fault rate of line y.

In case of a change in PDS topology (say the network
becomes weakly meshed), the event types in Definition 1
would also need to be modified. Here, a set of possible unique
recloser combinations for the successful isolation of faults with
minimal impact on the loads can be defined as event types.

If a fault occurs outside of PDS premises (beyond the trans-
mission and distribution system interface boundary), certain
relays would still operate to prevent feeding the fault. The
probability of occurrence of events within the BPS (external to
the PDS) is ignored here. However, the occurrence of these ex-
ternal events needs to be taken care of by the WEM operators
to ensure reserve sufficiency within the entire power system.
The protection system within PDS is typically taken care of
by coordinated operation of relays, reclosers, sectionalizers,
and various circuit-breakers. Locations of protection devices
other than reclosers have been ignored in this work, being one
of the faster devices to respond and dedicated to minimizing
the impacts of temporary faults.

B. Probabilities of Event Types

Typically, the considered interval of interest in the iden-
tification of the fault statistics is large enough, and the rate
of occurrence of faults within a given interval is shown to
follow the Poisson distribution2 [25], [14]. However, looking
at the number of daily occurrences of faults, these events
appear in clusters associated with weather events [26]. This
is one of the reasons behind the seasonally varying fault-rate
model depicted in [27], which is in stark contrast with the
homogeneous Poisson process model discussed earlier. Al-
ternatively, a non-homogeneous Poisson point process model
could be utilized. Under this case, the Poisson parameter,
defined on a real line, is time-dependent [28]. The occurrence
of faults relies on different environmental parameters, and fault
rates can vary seasonally or even multiple times in a day,
which can be forecasted for the Poisson parameter. Although

2Poisson process definition cannot be used when the randomness of events
cannot be guaranteed.

the probability of occurrence of faults in the power system
daily is demonstrated to follow power law distribution, such
a relationship may vary from system to system. For example,
in [29], modeling clustered events as a Poisson process, and
power-law distribution underestimates and overestimates the
event probabilities. Although, as shown in [26], the cluster
model better captures these events. However, clusters cannot
be identified before the events have actually passed. Therefore,
from the day-ahead scheduling point of view, the analysis is
limited by an interval-to-interval basis.

Event occurrence probability, according to power law distri-
bution, will be greater than the Poisson process if the expected
number of events is approximately equal to the Poisson pa-
rameter. Both power law distribution and Poisson distribution
have a long tail if the Poisson parameter is less than one (see
tail section of the Poisson distribution in Fig. 2.11 of [29]).
Ignoring the extremely rare events and probabilities associated
with these long tails (which may not be accurate during
extreme weather events resulting in multiple contingencies),
the event space could be simplified quite significantly while
also facilitating the identification of an analytical expression
of the event occurrence probabilities.

It is well known that implicit probability distribution for
chance-constraints is not always known, and therefore these
problems are difficult to solve [30]. In the absence of im-
plicit probability distributions, typically, one uses Monte-Carlo
sampling techniques to identify random discrete scenarios
[31]. Since these scenarios are randomly generated, one needs
to perform out-of-sample tests to find the robustness of the
identified solution. However, considering the fault events as a
non-homogeneous point process gives us mathematical sim-
plicity by allowing us to model switching events as individual
chance-constraints with interval-wise implicit event occurrence
probability. Therefore, it has been considered that the event
type, ξ, as discussed earlier, would follow a non-homogeneous
Poisson probability distribution.

The probability that c number of events of event type ξ
occur within an interval of duration kt, Pξ,c,t, is:

Pξ,c,t = e−λξ,tkt
(λξ,tkt)

c

c!
(2)

Here, λξ,t is the rate of occurrence of event type ξ during
interval t (time-dependent rate parameter). The probability that
event type, ξ does not occur, Pξ,0,t, is given by,

Pξ,0,t = 1−
∞∑
c=1

e−λξ,tkt
(λξ,tkt)

c

c!
= e−λξ,tkt (3)

The probability that at least one event of type ξ occurs,
Pξ,≥1,t, is given by,

Pξ,≥1,t = 1− e−λξ,tkt (4)
The time-varying rate of occurrence of event type, ξ, during

interval t, which is given by λξ,t, can be very small. It is
considered that the longevity of the concerned interval, kt, is
given by a typical scheduling interval (such as hourly [32]
or 15 minutes [33] or 5 minutes [34]). This leads λξ,tkt to
become tiny (less than one as discussed above and close
to zero). Consequently, an approximated calculation of the
probabilities of each event type is sought (ignoring the tails as
discussed above). Within a given interval of kt, the probability
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of occurrence of more than one event of a given type is
minuscule (but not zero). As a result, the occurrence of an
event of a given event type, ξ, can be generalized to be
‘event ξ’. Associated probability (using (4)) can be given by
(1−e−λξ,tkt). The probability of occurrence of different events
can be obtained considering the independent nature of the
events3. Given u and v are two different non-null events, the
probability that none of the events occurs, P0,t, will be,

P0,t =
∏
∀ξ

e−λξ,tkt = e−
∑

∀ξ λξ,tkt ≈ 1−
∑
∀ξ

λξ,tkt (5)

The probability, Pu,t, that only event u occurs:
Pu,t = e−

∑
∀ξ, u ̸=ξ λξ,tkt

(
1− e−λu,tkt

)
≈

1−
∑

∀ξ, u ̸=ξ

λξ,tkt

λu,tkt ≈ λu,tkt (6)

The probability, Pu,v,t, that events u and v concurrently
occur within the same interval:
Pu,v,t = e−

∑
∀ξ, u ̸=v,ξ λξ,tkt

(
1− e−λu,tkt

) (
1− e−λv,tkt

)
≈ 0
(7)

Remark 1. The probability of occurrence of more than one
event type within a given interval will be approximately zero
if 1 >

∑
∀ξ λξ,tkt → 0. Therefore, the event probabilities

comprising of: (i) occurrence of none of the events with proba-
bility, P∅,t, and (ii) occurrence of events, ξ, with probabilities,
Pξ( ̸=∅),t, encapsulate the entire probability space, N .

Remark 2. The calculated probabilities might not hold dur-
ing extreme weather events, wherein λξ,tkt could be > 1.
Also, the probability of simultaneous occurrence of events,
although negligible, is never zero. Consequently, event types as
described in Remark 1 may not be entirely valid. However, for
the problem at hand, those events can be safely ignored.

The applicability of the proposed risk-constrained method-
ology is limited due to the prior knowledge of fault probability
distribution. Robust optimization can be used otherwise.

C. Power Imbalance and FAR Requirement during an Event

Following materialization of the event, ξ, suppose,
{Aξ,q : ∀q} be a vector representing the set of buses in
the PDS being disconnected from the BPS during the recloser
dead-time. The load-generation imbalance seen at the BPS,
P Imb
ξ,t , assuming load and generation remaining unchanged

during an interval t for an event ξ, can be calculated as,
P Imb
ξ,t =

∑
∀q∈I

(
PL
q,t − PG

q,t

)
Aξ,q (8)

Here, PL
q,t, P

G
q,t, are total load and generation respectively

at bus q (∈ I), during interval t. Also, I is the set of all nodes
within the PDS premises. If, Etot

q,t is the local FAR provision
at bus q, the total reserve available during the interval t, EImb

ξ,t ,
corresponding to occurrence of event ξ, can be calculated as,

EImb
ξ,t =

∑
∀q∈I

Etot
q,t (1−Aξ,q) + EBR

0,t (9)

3From the day-ahead point of view the causality of events is not known,
and therefore, the occurrence of temporary faults at different branches of the
PDS remains fairly independent.

It is to be noted that the FAR traded from the WEM,
independent of the occurrence of local events, EBR

0,t , is always
accessible.

D. Generation and Load Reserve Sufficiency as Risk Con-
straints

For an effective reserve allocation when the system-wide
load is more than generation, the difference between the
available reserve, EImb

ξ,t , and the requirement, P Imb
ξ,t has to

remain positive to satisfy the worst-case scenario. However,
solutions to worst-case optimization problems may not exist
or may even be difficult to solve [30]. Alternatively, chance-
constraints could be used where the reserve requirements
are required to satisfy within a certain confidence level,
κ, where the imbalance is probabilistically positive within
this confidence level. However, as discussed earlier, chance-
constrained problems require implicit probability distribution
of random events, which is occasionally known. In those
cases, one often utilizes Monte-Carlo sampling to estimate
the probability distribution of those random events, with the
possible consequence of modeling error in the long tails. An-
other possible consequence of modeling a chance-constrained
problem is non-convexity within the constraint. A detailed
literature review on convexification methodologies of chance-
constraints is given in [30]. Nevertheless, as the confidence
level tends to 1 if the tails in the probability distribution are
appropriately modeled, the chance-constrained OPF solution
converges towards the worst-case solution. We will compare
both of these solutions.

The equivalence of chance-constraints and VaR is shown
in [31] and elaborated in the Appendix. However, given the
discreteness of the event types, VaR is a discontinuous and
non-convex function. CVaR, also known as mean excess loss,
guarantees convexity if the loss function is convex. Also, there
are two ways of handling the chance-constraints: (i) joint
chance-constraints, where all the constraints are required to
be simultaneously satisfied up to a certain confidence level, or
(ii) individual chance-constraints, with each of the constraints
individually required to be satisfied up to the confidence level.
The use of individual and joint chance-constraints for solving
OPF problems are reported in [35] and [36], respectively.
Owing to the consideration of the non-homogeneous Poisson
process model for fast-switching considered in this work,
interval-wise event occurrences are independent of each other.
Therefore, one can limit its applicability to individual chance-
constraints. Furthermore, individual chance-constraints pro-
vide numerical simplicity compared to joint chance-constraints
involving multiple intervals.

Sufficient reserve availability for each of the operating in-
tervals can be represented by the following chance-constraint,

P

 ∑
∀ξ∈N

(
P Imb
ξ,t − EImb

ξ,t

)
1N (ξ) ≤ 0

 ≥ κ; ∀t (10)

It is to be noted that
(
P Imb
ξ,t − EImb

ξ,t

)
≤ 0 symbolizes

lost reserve availability corresponding to the event ξ within
the probability space N (i.e., the requirement is less than
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the availability). Also, 1N (ξ) is an indicator function, which
symbolizes, if the random event, ξ, is true, then 1N (ξ) = 1. In
the current context, because the probability space is discrete,
CVaRκ

(∑
∀ξ∈N

(
P Imb
ξ,t − EImb

ξ,t

)
1N (ξ)

)
during interval t

can be computed as follows:

CVaRκ

 ∑
∀ξ∈N

(
P Imb
ξ,t − EImb

ξ,t

)
1N (ξ)

 = Ξ+
t

+
1

1− κ

∑
∀ξ∈N

Pξ,t[P
Imb
ξ,t − EImb

ξ,t − Ξ+
t ]

+ (11)

Here, [(·)]+ represents the function max (0, (·)). To ensure re-
serve sufficiency, CVaRκ

(∑
∀ξ∈N

(
P Imb
ξ,t − EImb

ξ,t

)
1N (ξ)

)
needs to be negative for all the intervals. Therefore,

Ξ+
t +

1

1− κ

∑
∀ξ∈N

Pξ,tβ
+
ξ,t ≤ 0; ∀t (12)(

P Imb
ξ,t − EImb

ξ,t

)
− Ξ+

t − β+
ξ,t ≤ 0; β+

ξ,t ≥ 0; ∀ξ, t (13)
Ξ+
t and β+

ξ,t are parameters of the CVaR problem. In
this problem, CVaR is a conservative approximation of the
chance-constraints4. It is imminent that the CVaR is efficiently
computable and monotonic [37]. The proof of convexity with
CVaR approximation is given in the following corollary:

Corollary 1. The CVaR approximation of the chance-
constraint is convex.

Proof. Without loss of generality, the current chance-
constrained problem can be stated in the following form:

P

∑
∀ξ

xξ1(ξ) ≤ 0

 ≥ κ

The CVaR approximate as identified in [31] would be:

Ξ +
1

1− κ

∑
∀ξ

Pξβξ ≤ 0

xξ − Ξ− βξ ≤ 0; βξ ≥ 0; ∀ξ
This is the special case of sublinearity in Corollary 11 in

[38]. Considering xξ as a parameter, it is imminent that CVaR
constraints result in a system of inequalities. Given the half-
spaces determined by the inequalities are convex, a system of
inequalities would lead to the intersection of half-spaces which
is also convex.

In (10), the reserve insufficiency has been obtained from
(8), wherein power imbalance is resulting from the load
insufficiency point of view (i.e., P Imb

ξ,t is positive when the
net disconnected load is more than the net generation dis-
connected, and the additional reserve is required to meet the
excess generation). Additionally, depending on the spatiotem-
poral occurrence of temporary faults, the system may have

4As shown in the Appendix, VaR naturally follows from chance-constraints
but is a discontinuous and non-convex function in the current context.
However, CVaR being a convex relaxation of VaR, it does not guar-
antee that chance-constraints will be satisfied. Although VaR calculation
is extremely complex, especially with discrete variables, typically, VaR
≤ CVaR [31]. Therefore, VaRκ

(∑
∀ξ∈N

(
P Imb
ξ,t − EImb

ξ,t

)
1N (ξ)

)
≤

CVaRκ

(∑
∀ξ∈N

(
P Imb
ξ,t − EImb

ξ,t

)
1N (ξ)

)
≤ 0 (by problem setting);

which guarantees that chance-constraints will be automatically satisfied in the
current context.

an excess load. An additional chance-constraint needs to be
incorporated to account for generation insufficiency, which is
given as follows:

P

 ∑
∀ξ∈N

(
−P Imb

ξ,t − EImb
ξ,t

)
1N (ξ) ≤ 0

 ≥ κ; ∀t (14)

Suitable additional constraints need to be considered to incor-
porate this additional CVaR condition. Associated constraints
are discussed in detail in the Appendix.

Remark 3. A more generalized chance-constraint where one
can procure different amounts of up and down FAR from the
WEM is possible.

Remark 4. Some of the nodes within the PDS can form
temporary microgrids (this will be true, especially for per-
manent faults) and hence, remain energized. However, the
said problem is being looked at from the BPS point of view
(disturbances in the PDS should not propagate to the BPS),
and hence, the formation of microgrids is beyond the scope
of this work. If required, these chance-constraints can also be
adopted for the microgrids.

III. PRICE-TAKER JOINT-SELF-SCHEDULING STRATEGY

A. Assumptions for Joint-Scheduling

As discussed earlier, the main objective of the proposed
research is to analyze FAR requirements to cater to the
fast-switching requirements with temporary faults as a use
case. Both PFR and FAR are required at a finer time scale,
but they must be procured much earlier, given the event’s
uncertainty. Therefore, the problem is analyzed from the day-
ahead point of view, where the VPP participates in the WEM
to procure energy, PFR, and FAR, as shown in Fig. 1. While
the customers are expected to respond to the retail rate (in real-
time), given the access to diesel generators (DGs), DERs cost
function, and the customers’ response characteristics (common
knowledge to VPPs and consumers), the VPP identifies its self-
schedule to participate in the day-ahead WEM, and provide
associated set-point advisory to the associated participant. The
end user (customers) provide their demand forecast, and due
to the slow-moving nature, it is envisaged that automated
hierarchical controllers will take care of the controlling part
in FAR participation [39] (receiving set-point advisory and
provide demand estimate to VPPs). The VPP is expected to
forecast DER generation, which would also help in obtaining
the self-schedule.

Notably, as we move closer to the real-time operation,
any deviation in the forecast would result in further load
generation imbalance, which would change FAR requirements.
The change in FAR requirements in real-time is beyond the
scope of this work. However, loads and REG variabilities
are not entirely ignored in this work since, given coupled
nature of the joint-scheduling problem, energy, PFR, and FAR
requirements may constrain each other. It is considered that
PFR requirements are a certain fraction of the load demand for
simplicity. Provision of a short burst of power at a high ramp
rate would be a major requirement for FAR providers, and
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therefore, the energy cost for FAR provision is not considered
here.

As given in [40], forecasted WEM prices would be used to
calculate the self-scheduling offers for the VPP. Based on the
price-taker model, as shown in Fig. 1, the VPP will resort to
self-scheduling bidding strategy [19] for WEM participation to
assist in the calculation of locational marginal prices (LMPs)
or, simply, the prices. The retail price of electricity (such
as TOU tariff) for consumers is typically predetermined [7].
These prices will be determined based on the regulator’s
recommendations to ensure the revenue sufficiency of the VPP.
However, the calculation of such retail pricing is beyond the
scope of this work. REGs, BSDs, and diesel generators (DGs)
are paid for their declared operating costs. Profit-maximizer
VPPs need to recover the cost of energy, PFR, and FAR
provision. Some customers are allowed to participate in the
demand response (DR) program, and the associated model is
described in the next subsection. A quadratic cost function
of dispatchable DGs is considered. Alternatively, with retail
competition, both the loads and the DERs are expected to
compete, and reserve requirements would have to be suitably
bounded based on customer-submitted bids. But, the retail
market could only operate in real-time, limiting the scope of
associated research in the current context. Incentives related
to the local reactive power provision are not considered in this
work.

B. Customer Demand Response

Customers are expected to modify their electricity consump-
tion based on the electricity price signal in the price-based
DR programs. The relationship among electricity consumption
PDR
q,t of the customer located at bus q, and the retail price

πDR
t , can be obtained from [41]. The electricity consumption

can be calculated as follows:

PDR
q,t = PL

q,t

∑
∀y∈L

γq,y,tLy; γq,y,t ∈ {0, 1}; ∀q, t (15)∑
∀y∈L

γq,y,t = 1; ∀q, t (16)

where, PL
q,t is the forecasted load demand. γq,y,t indicates

the availability of a customer located at bus q, at time t,
with demand response level, y. Also, Ly represents various
load levels. DR of the controllable loads can be given by
PDR
q,t . Two constraints, namely, non-increment of customers’

total expenditure and non-decrement of customers’ total daily
consumption, have also been incorporated. Once the self-
scheduling is carried out, the hierarchical autonomous con-
trollers for each of the demand-responding customers would be
provided with the advisory information for real-time operation.

C. Scheduling Strategies

The VPPs would participate to maximize their operational
profit. Due to the associated lower probability of occurrence,
the impact of permanent faults is not considered in this work
but could be incorporated considering the reconfigurability of

the network. The objective function of the chance-constrained
joint-scheduling problem can be given as follows:

max −CWEM − CDG − CDiG + CDR − CB (17)
where,
CWEM =

∑
∀t∈T

ktπ
E
t P

G
0,t +

∑
∀t∈T

πRS
t S0,t +

∑
∀t∈T

πRF
t EBR

0,t

(18)

CDG = kt
∑
∀t∈T

∑
∀q∈I

F (PDG
q,t + SDG

q,t ) (19)

CDiG = kt
∑
∀t∈T

∑
∀q∈I

DDiG
q

(
PDiG
q,t + EDiG

q,t

)
(20)

CB = kt
∑
∀t∈T

∑
∀q∈I

DB
q

(
PB,−
q,t + PB,+

q,t + EB
q,t

)
(21)

CDR = kt
∑
∀t∈T

∑
∀q∈I

PL
q,tπ

DR
t

∑
∀y∈L

γq,y,tLyP
DR
y (22)∑

∀y∈L

γq,y,t = 1; ∀q, t (23)

P tot
q,t = PDiG

q,t + PDG
q,t + PB,+

q,t − PB,−
q,t − PDR

q,t ; ∀q, t (24)

Etot
q,t = EDiG

q,t + EDR
q,t + EB

q,t; ∀q, t (25)

PDiG
q,t ≥ 0;PDG

q,t ≥ 0;PB,+
q,t ≥ 0;PB,−

q,t ≥ 0;PDR
q,t ≥ 0; ∀q, t

(26)

EDiG
q,t ≥ 0;EDR

q,t ≥ 0;EB
q,t ≥ 0; ∀q, t (27)

subject to,

Ξ+
t +

1

1− κ

∑
∀ξ∈N

Pξ,tβ
+
ξ,t ≤ 0; ∀t (28)∑

∀q∈I

P tot
q,t Aξ,q −

∑
∀q∈I

Etot
q,t (1−Aξ,q)

−EBR
0,t − Ξ+

t − β+
ξ,t ≤ 0; ∀ξ, t (29)

β+
ξ,t ≥ 0; ∀ξ, t (30)

Ξ−
t +

1

1− κ

∑
∀ξ∈N

Pξ,tβ
−
ξ,t ≤ 0; ∀t (31)

−
∑
∀q∈I

P tot
q,t Aξ,q −

∑
∀q∈I

Etot
q,t (1−Aξ,q)

−EBR
0,t − Ξ−

t − β−
ξ,t ≤ 0; ∀ξ, t (32)

β−
ξ,t ≥ 0; ∀ξ, t (33)∑

∀q∈I

Cq,lP
tot
q,t = P flow

l,t ; −
∑
∀q∈I

Cq,lQ
DR
q,t = Qflow

l,t ; ∀l, t

(34)

V min
q ≤ Vq+1,t = Vq,t −

rlP
flow
l,t + xlQ

flow
l,t

V0,t
≤ V max

q ;

∀q, t (35)(
P flow
l,t

)2

+
(
Qflow

l,t

)2

≤ S2
l ; ∀l, t (36)∑

∀q∈I

SDG
q,t + S0,t ≥ RUDt; ∀t (37)

PDG
q,t + SDG

q,t ≤ PDG,max
q Jq,t; ∀q, t (38)
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PDG,min
q Jq,t ≤ PDG

q,t ≤ PDG,max
q Jq,t; ∀q, t (39)

PDG,min
q Jq,t ≤ PDG

q,t − SDG
q,t ; ∀q, t (40)

−ktR
DG
q,t+1 + SDG

q,t+1 ≤ PDG
q,t+1 − PDG

q,t

≤ ktR
DG
q,t+1 − SDG

q,t+1; ∀q, t (41)

0 ≤ PDiG
q,t ≤ PDiG,MPP

q,t ; ∀q, t (42)

0 ≤ PDiG
q,t − EDiG

q,t ;PDiG
q,t + EDiG

q,t ≤ PDiG,MPP
q,t ; ∀q, t

(43)

PDR
q,t + EDR

q,t = PL
q,t

∑
∀y∈L

γq,y,tLy ≤ PL,max
q,t ; ∀q, t (44)

PL,min
q,t ≤ PDR

q,t − EDR
q,t ; ∀q, t (45)∑

∀t∈T

PDR
q,t ≥

∑
∀t∈T

PL
q,t; ∀q (46)∑

∀t∈T

PL
q,tπ

DR
t

∑
∀y∈L

γq,y,tLyP
DR
y ≤

∑
∀t∈T

PL
q,tπ

DR
t ; ∀q (47)

PL
q,t

∑
∀y∈L

γq,y,tLy ≤ PL,max
q,t ;

PL
q,t

∑
∀y∈L

γq,y,tLy ≥ PL,min
q,t ; ∀q, t (48)

QDR
q,t =

√
1− pf2q
pfq

PDR
q,t ; ∀q, t (49)

Bq,t+1 = Bq,t + kt

(
PB,+
q,t ηchzq,t −PB,−

q,t (1− zq,t)/ηdch

)
;

Bq,0 = Bini
q = Bq,N ; ∀q, t (50)

−PB,max
q ≤ −PB,−

q,t − EB
q,t; ∀q, t (51)

PB,+
q,t + EB

q,t ≤ PB,max
q ; ∀q, t (52)

Bmin
q ≤ Bq,t ≤ Bmax

q ; ∀q, t (53)

Bmin
q +

EB
q,t

ηdch
τ ≤ Bq,t ≤ Bmax

q − ηchE
B
q,tτ ; ∀q, t (54)

The objective function (17) aims to maximize the daily
operational profit of the VPP from the day-ahead operational
point of view. Revenues from DR tariffs given the retail prices,
the operating cost of REGs, DGs, revenues from the DR
program, and operational expenses of BSDs are given in (18)-
(22).

REGs operate below their maximum power level for partic-
ipation in both energy and FAR provisions. A well-discussed,
linear operational cost model for both REGs and BSDs as
shown in (20) and (21), are considered here. Consideration of
absolute values in the BSD cost model ensures accounting
for capacity depreciation (or throughput, as considered in
[42]) during both charging and discharging. The cost functions
include the opportunity cost for providing the reserve. All
the loads are price responsive and assumed to be able to
participate in the FAR provision (utilizing associated storage
devices). The associated response level is identified by the
binary variable γq,l,t. The revenue generated from the DR
provision is given in (22).

The set of constraints associated with the CVaR problem
need to be individually satisfied during all the operating
intervals for the individual chance-constrained problem and
are given in (28)-(30) and (31)-(33) (see [31]). The power
flow equations are obtained by utilizing the method described

in [43]. The branch flow equations are derived using (34), and
node voltages can be calculated using (35). The node voltages
should remain within the stipulated limits of 0.95 pu to 1.05
pu, subject to the substation remaining at a predefined V0,t

pu. Equation (36) indicates the security constraints of a PDS,
while (37) constrains the simplistic network PFR requirement
to mitigate load and renewable uncertainties. Equations (39)-
(40) depict active power and PFR provisions from DGs. The
ramp-rate limit of DGs is presented in (41), which ensures the
possible provision of the PFR requirement from DGs.

Constraints in (42) and (43) limit energy and FAR provision
from the REGs. Equations (44) and (45) constrain the DR
provision such that the customer power consumption remains
within limits. Equation (46) ensures that the energy consump-
tion of responsive loads remains bounded. Additionally, (47)
ensures that the total revenue received from the DR is limited
to the revenue generated without DR. Equation (48) indicates
the convenience limit of loads. Equation (49) calculates the
reactive power demand of the DR loads considering a constant
load power factor. Equation (50) can be used to calculate the
amount of charge stored within the battery. Power injection
and extraction from BSD are also limited by converter capacity
and are given in (51) and (52), respectively. Equation (53)
imposes a capacity constraint on the operation of the BSDs.
As discussed earlier in this section, considering that the FAR
provisioning arrangement is required for the duration of τ ,
(54) limits the energy level of BSDs for FAR provision.

Some of the nonlinear equations above are suitably lin-
earized, and therefore, the proposed scheduling problem is
MILP in nature. Polynomial approximate of the flow limits
(see, section 6.3.4 in [24]) of the devices has no impact in
terms of the feasibility of the solution. The complexity is
expected to rise considerably with detailed models, such as
AC power flow equations, which have not been considered
due to the limited scope of this work.

IV. ILLUSTRATION

It is imminent from Section II that FAR requirements
depend upon energy schedules. Local PFR requirements create
additional constraints in the scheduling problem. This has
motivated us to analyze the combined day-ahead energy,
reserve joint schedule, and understand the rationale behind
optimal choices the decision-maker suggests. It has also helped
us understand the impact of the probabilistic nature of recloser
operation in the proposed chance-constrained problem. The
dataset used to study the impact of the chance-constraint on
the energy schedule of the VPP is described next.

A modified5 IEEE 33-bus radial test system, entirely man-
aged by the VPP operator, is considered for analysis. Lo-
cations of reclosers, DGs, REGs, and BSDs in the network
are depicted in Fig. 3. The scope of operation of the VPP
is highlighted. Geographically dispersed multiple PDS can
also be considered in this regard without loss of generality.
Branch and load data of the standard benchmark IEEE 33-bus

5IEEE 33-bus PDS is modified to incorporate reclosers. Locations of fuses
were not considered because of fuse-saving operation due to temporary faults.
Sectionalizers are not considered here but can be suitably incorporated.
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Figure 3: Modified multiple IEEE 33-bus radial distribution test system interfaced with IEEE 6-bus transmission system.

are obtained from [44]. Branches of the radial network are
considered to be one km long, with the fault rate of 1.14×10−3

faults/hour-km on the scheduled day during all operating hours
(the fault rate can vary during different operating intervals).
The presented fault-rate is based on the typical fault rate
obtained from [14] and the assumptions that most of the faults
occur within a certain, high fault-rate period of the year [25].
The scheduled day is divided into 24 hourly intervals. From
the day-ahead point of view, the occurrence of faults can be
treated as random events.

Consequently, hourly event occurrence probabilities for the
scheduled day (calculated using Remark 1) are given in Table
I. For example, event one is triggered by the occurrence
of faults in line segments 1-2 and 2-3 (in accordance with
Definition 1). The majority of the faults would lead to the
operation of multiple reclosers to prevent other DERs from
feeding the fault; for example, during event one, reclosers
connected between 1-2, 2-19, 3-4, and 3-23 would operate
(probability would be = 1.14× 10−3 faults/hour-km × 1 hour
× 100% × 2 km = 0.228%). Given that the network is
operated radially, exactly one of the reclosers would carry the
fault-current emanating from the substation and is identified
as the immediate upstream recloser. In this work, the event6 is
specified by the operation of the immediate upstream recloser
(assuming other reclosers would also operate) as given in Table
I. Event 0 signifies the operation of none of the reclosers.

Table I: Probability of Events

Event 0 1 2 3 4 5 6 7
ξ NOP 1-2 3-4 6-7 12-13 2-19 3-23 6-26

Pξ,t 96.35 0.23 0.34 0.68 0.68 0.46 0.34 0.91
(%)

The load profile is considered to vary throughout the day,

6In this work, we have considered that the network is not reconfigurable,
which makes identification of the events straightforward. Due to the static
nature of the problem, event types could be identified apriori, as discussed
here. However, As discussed in Definition 1, events are identified by the
occurrence of faults in the line between adjacent reclosers, the calculation
of which would increase complexity of the overall problem formulation.
Nevertheless, since the overall problem is being looked at from a day-
ahead point of view, the network could be appropriately reconfigured for
profit maximization; and reconfiguration-related constraints would be a part
of overall problem formulation.

and the load data available in [44] is considered to be corre-
sponding to the peak-load profile. An interval-wise load profile
is presented in Fig. 4a, and the reactive power demand is
calculated by assuming that the peak load power factor remains
constant. A line-flow limit of 5 MVA is considered for all the
network lines as a part of the security constraint. As shown
in Table II, ten different levels of load demand and associated
prices for DR loads based on [45] are considered. The price-
responsive loads can participate both in energy shifting and
providing FAR.

Table II: Price-Based Demand Response Dataset

Ly 70 80 90 100 110 120 130 140 150 160
PDR

y 108 105 102 100 98 96 95 93 92 91

Figure 4: Forecasted Dataset for the scheduled day.

The retail base price of electricity for customers, given
in Fig. 4b, satisfies the pricing set by the regulator (market
arrangements are briefly discussed in Section III-A). Ratings
of DGs present within the network are provided in Table
III. DGs have a finite ramp rate and hence are unable to
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participate in FAR provision. The cost of DGs is given by
0.01

(
PDG
q,t

)2
+8.5PDG

q,t MU/kW. Suppose that the cost func-
tion can be represented through a set of affine approximates,
given by, akkPDG

q,t +bkk, then, given the underlying convexity
of the cost function, the operational cost of the DG for a given
power delivered, PDG

q,t , can be given by,
minA

A ≥ akkP
DG
q,t + bkk; ∀PDG

q,t

Since, the aim is to minimize the operational cost of DGs, (19)
can be simply represented by a set of linear inequalities given
by, CDG

q,t ≥ akk
(
PDG
q,t + SDG

q,t

)
+ bkk; ∀kk. Additionally,

CDG in the objective function (17) can be represented by∑
∀t∈T

∑
∀q∈I CDG

q,t . The DG cost function is to be constituted
of two piece-wise segments. Here, MU represents an arbitrary
monetary unit.

Table III: Parameters for Scheduling

Resource Parameters Values
Diesel Generator P

DG,min/max
(·) 50 / 450 kW

REGs P
DG,max/min
(·) 100 / -100 kW

DDiG
(·) 8.10 MU/kW

BSDs

PB,max
(·) 400 kW
DB

(·) 8.10 MU/kW

Bini/min/max
(·) 0.5 / 0.1 / 0.9 CapB(·)

CapB(·), τ 4000 kWh, 60 s
ηch, ηdch 0.95

Network
V max
(·) , V min

(·) 1.05 pu, 0.90 pu
RUDt ±10% of Load Demand
κ 0.999

Various financial and operational parameters of REGs and
BSDs, network operating limits, and confidence level of the
chance-constrained problem are presented in Table III. All
DGs, REGs, and BSDs are identical in terms of their capacities
and ratings. Because BSDs provide FAR utilizing the stored
energy, the FAR provision is considered to be limited to a
maximum duration of 60 seconds (deadtime for fast-switching,
during which FAR will be needed, is much less than this
maximum duration). REGs are considered to be of 100 kWp,
and the associated maximum power production level is based
on the forecast depicted in Fig. 4a. These generators are
designed to operate below the maximum power points, to
supply both up and down FAR. As already discussed, energy
and fast-acting and PFR can be procured from the WEM
(briefly discussed in Section III-A), and the associated price
profile is given in Fig. 4b.

A. Energy, FAR and PFR at Interplay

Given the local active power, PFR, and FAR provisions for
the given dataset presented in Figs. 5 and 6, respectively, the
procurement schedule of these resources from the WEM is
shown in Fig. 7. Note that BSDs, REGs, and DR resources
participate in FAR provision, while only DGs participate in
PFR provision. Specific observations are discussed in the
following paragraphs.

During intervals 1-10 h, both load demands and renewable
generation are relatively low. Given the finite capacity and

marginal costs, the local resources can satisfy local demand.
Comparing the marginal costs of DGs, energy market price,
and PFR price, it is profitable for the DGs to trade PFR (as
seen in Fig. 7) into the WEM. DGs also charge up BSDs
(as seen in Fig. 5) to exercise shifting opportunities later
during the day. Lower renewable generation implies negligible
contribution from REGs towards the FAR. Given that the
marginal cost of FAR provision is lower than the retail rate,
customers benefit from DR strategy to provide FAR. Since
the FAR requires energy provision only for a short duration
of time (before other reserves catch up), BSDs can provide
FAR. Therefore, the VPP can satisfy the majority of energy
and FAR demand locally and can sell excess PFR (as seen in
Fig. 7).
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Figure 5: Active power generation schedule from local genera-
tors (DGs = 900.00 kW, REGs = 900.00 kW, BSDs Discharg-
ing = 618.83 kW, BSDs Charging = 441.31 kW corresponding
to 100% fraction).

During intervals 11-15 h, loads become significantly higher
(as seen in Fig. 4a), and it is expected that both PFR and
FAR requirements would also grow significantly. Since the
offering price of the PFR is lower than both retail and energy
WEM prices (as seen in Fig. 4b), DGs do not provide the
PFR (as seen in Fig. 5). High enough retail price and load
demand induce BSDs to discharge (as seen in Fig. 5). Retail
prices are equal to or higher than WEM FAR price, which
implies that some customers would still provide FAR through
DR. From (22), it can be seen that the customers are charged
based on their energy consumption at the retail rate coupled
with DR rate, and a fraction of their consumption would be
used to satisfy the FAR requirement. Additionally, (47)-(48)
states that, in this process, total energy consumption does not
decrease, and customer benefit would still be higher if they
pay the retail price alone. While the net energy requirement
can be considerably low, participation in FAR provision would
reduce power injection from associated inverters in energy
provision (see (51)-(52)). The comparatively high retail price
and insufficient local resources to capture local load demand
imply that BSDs and REGs won’t be called in to provide FAR.

During intervals 16-21 h, since the WEM resources’
marginal energy prices are considerably lower than the unit
price of local resources, one can expect non-participation
of local resources in the energy provision. However, non-
provision of the local resources would induce substantial load-
generation imbalance, resulting in a higher FAR requirement
with higher marginal cost, inducing participation of both
REGs and DGs to satisfy the local energy demand. During
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Figure 6: PFR and FAR provision from local generators (DGs
= 400.00 kW, DR = 143.34 kW, REGs = 47.24 kW, BSDs =
334.21 kW corresponding to 100% fraction).

intervals 22-24 h, marginal prices of local resources again
become comparatively low. Therefore, one can observe the
participation of BSDs, WTGs, and DGs in meeting the load
demand at 22 h (as seen in Fig. 5). During the successive
intervals, the load demand reduces and participation of REGs
increases. Additionally, local provision of both PFR and FAR
become cost-effective once again (as seen in Figs. 7 and 8).

Figure 7: Participation into the electricity market (energy
market = 2.49 MW, PFR = 371.50 kW, FAR = 2.49 MW
corresponding to 100% fraction).

B. Lost FAR
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Figure 8: Loss of available reserve throughout the day.

Given various marginal prices, loads, and renewable gener-
ation forecasts at interplay, local resources provide FAR only
during certain intervals as discussed earlier. Depending upon
the locations of reclosers (defined in Table I) defining various
events, interval-wise lost FAR is shown in Fig. 8. It is to be
noted that despite lower WEM prices, during certain instances,
local resources will be called in to participate, in order to
reduce FAR requirements. The optimal solution implies that
the VPP will meet FAR requirements with a 99.9% confidence
level despite these reserve losses. It can be expected that the
VPP may be able to reduce FAR imports with increasing
penetration of local resources.

C. Parametric Analysis for Different Confidence Levels and
Contrasting the Solution with Worst-Case Optimal Solution
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Figure 9: Total profit generated by the VPP with increasing
confidence level.

The probability of the occurrence of recloser 1-2 operation
is the lowest at 0.23% (event 1, in Table I). Therefore, a
confidence level of more than (=100.00-0.23 %) 99.77% would
result in an asymptotic behavior of the total profit generation
characteristics of the VPP. Looking at both Figs. 8, 9, purchase
from WEM is equal to FAR procurement, implying, despite
FAR losses, VPP has procured sufficient reserve to meet all
possible imbalance conditions. This characteristic is shown
in Fig. 9. However, the confidence level will be dictated by
the WEM operator to ensure that the local events remain
contained.

For the worst-case joint-scheduling problem, we have lim-
ited ourselves to Remark 1, which assumes the occurrence of
more than one event within a given interval will be approx-
imately zero. The associated constraints within the problem
would be:

P Imb
ξ,t − EImb

ξ,t ≤ 0; ∀ξ, t
−P Imb

ξ,t − EImb
ξ,t ≤ 0; ∀ξ, t

The solution to the revised OPF exists, and as expected
from the discussion above, the solution of the worst-case
scheduling problem coincides with the solution obtained with
the confidence level of 99.77% (not discussed in detail for
brevity).

D. Impact of Limited FAR on the System Performance

As given in Table III, the considered confidence level chosen
in this work is 99.90%, which is more than the one required
for asymptotic convergence. Therefore, as shown in Fig. 9, the
worst-case FAR provision will be always satisfied. Therefore,
a confidence level of 99% is considered in this subsection for
analysis, and the participation in the energy and FAR market
is shown in Fig. 10. A comparative analysis of Figs. 7 and
10, shows a change in energy and FAR procurement from
the WEM. A relaxed confidence level indicates more energy
is being procured from local DERs, at the expense of higher
chances of insufficient FAR procurement.

The problem of insufficient FAR procurement has been
demonstrated using a sample system discussed in [12], with
inertial constant (H) of 10 s, system base (Sbase) of 100 MW,
damping ratio (D) of 0.3 pu-MW/Hz, system frequency (f0) of
60 Hz, and regulation factor of 0.3 Hz/pu-MW. In a low inertia
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Figure 10: Participation into the electricity market with 99%
confidence level.

system, frequency measurement will be inherently delayed,
and we consider a delay (Td) of 40 ms. We assume that the
reserve available from the BPS is limited to procured level
for this set of experiments. We also consider a deadtime of
150 ms for the recloser operation. Two cases are considered
with the occurrence of event 1 during interval 21 at (i) 99.9%
confidence and (ii) 99.0% confidence.

case (i)

case (i)

case (ii)

case (ii)

Figure 11: Comparative analysis of system performance with
limited FAR.

The impact of the limited available reserve is shown using
Fig. 11. Observed frequency response can be justified by the
delayed reserve provision being comparatively small enough
to allowable delay. Following the occurrence of event 1, BPS
would have excess energy, therefore, both system frequency
and FAR requirements are positive. Still, due to available
low enough inertial reserve, the system encounters frequency
excursion, which may result in triggering frequency relays
within the BPS. Notably, in the current context, it is imminent
that the FAR provision would be significantly more than the
one considered for the simulation. However, as discussed
earlier, if the BPS observes the occurrence of multiple faults,
it may not have enough resources to cater to the events that are
traditionally invisible, which makes this analysis justifiable.

E. Scalability of the Proposed Formulation

A moderately sized 98-node radial test system constituting
of three identical 33-node feeders connected at the sub-station
node, with similar locations of reclosers, DGs, DERs, and

loads as discussed in one of our earlier research has been con-
sidered here to understand the scalability of the MIP problem.
While the computation time with the IEEE 33-node system
with a confidence level of 90% is ≈ 19s, the computation
time with 98-bus system scales up to ≈ 78s. The complexity
of the problem increases with increasing confidence level and
therefore, with 33-node system with confidence levels 99%
and 99.9% the computation time becomes ≈ 40s, and ≈ 87s,
respectively. Please note that all these calculations were carried
out in an Intel core-i7 platform with 16 GB RAM. As indicated
earlier, complexity does not increase beyond 99.77%, and it
is reflected in terms of the computation time. However, it is
notable that the problem at hand is MIP, polynomial time
convergence may not be guaranteed.
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Figure 12: Participation into the electricity market with 90%
confidence level with 98-node system.

Detailed analysis of individual resource response with a
large test-system can be difficult, which is the primary reason
behind choosing the said IEEE 33-node system. We have
shown the performance of the proposed formulation with 98-
node system in Fig. 12, where it can be seen that, if compared
with the results of 33-node system, the WEM participation is
scalable across all the test feeders. It can also be seen that with
low enough confidence levels the VPP is able to sell FAR.
However, it is to be notable that such a FAR provision into
the BPS would also suffer from reserve provision confidence
level of 90%, and the BPS operator would be aware of such
non-provision.

V. CONCLUSIONS

This work has discussed the fast-acting reserve (FAR) re-
quirements induced by stochastic fast-switching requirements
in a futuristic low-inertia power system, considering temporary
faults as a use-case. The power distribution system (PDS)
is being operated as a virtual power plant (VPP). In this
regard, the chance-constraints dictating FAR requirements are
modeled as conditional value at risk (CVaR), considering
both the FAR providing generators’ unavailability and load-
generation imbalance as a Poisson process. Individual chance-
constraints have been utilized here for modeling simplicity.
Here the VPP operator is expected to acquire sufficient FAR
to cater to these events for a given confidence level. The
allocation problem is modeled as a joint-schedule. The VPP
operator is expected to procure resources for energy, and PFR
and FAR provision from local resources or the wholesale
market.
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The proposed joint-scheduling problem is analyzed through
a modified IEEE 33 bus radial PDS, while its scalability is
verified using a 98-node test system. It has been shown that the
increased FAR requirement to combat local power imbalance
would influence the energy schedule; and, all three schedules
are interlinked. The scheduling strategy and operating profit
are reliant on the confidence level of the chance-constraint,
and the increasing confidence level is shown to reduce the
overall profit. The solution of the chance-constrained problem
asymptotically converges to the worst-case solution with an
increasing confidence level. CVaR is shown to be convex
in the given case with no impact on the solution due to
resulting simplification. Higher operational profit with a lower
confidence level prevails because of the ability of the VPP
to sell the FAR into the wholesale energy market (WEM).
The impact of limited available reserves on system dynamic
response has been demonstrated. Impacts of multiple faults
including permanent faults, especially during extreme weather
events, will be the subject of future work.

APPENDIX
DISCUSSIONS RELATED TO CHANCE-CONSTRAINTS

Suppose P Imb
ξ and −P Imb

ξ are the excess load lost and
excess generation lost, respectively. Also, EImb

ξ is the reserve
requirement to cater to both of these lost load and generation
requirements. With κ being the confidence level, the chance-
constraints become:

P

 ∑
∀ξ∈N

(
−EImb

ξ + P Imb
ξ

)
1N (ξ) ≤ 0

 ≥ κ

P

 ∑
∀ξ∈N

(
−EImb

ξ − P Imb
ξ

)
1N (ξ) ≤ 0

 ≥ κ

Here, EImb
ξ is a non-negative real number. Therefore,

EImb
ξ − P Imb

ξ and EImb
ξ + P Imb

ξ would have opposite signs,
if, P Imb

ξ > EImb
ξ > 0 or P Imb

ξ < −EImb
ξ < 0, implying,

either of the chance-constraints can be violated for a given ξ.
Therefore, either of load and generation insufficiency related
constraints would contribute to violation of each chance-
constraints. Associated VaR constraints corresponding to the
chance-constraints can be written as [31]:

P

 ∑
∀ξ∈N

(
−EImb

ξ + P Imb
ξ

)
1N (ξ) ≤ 0

 ≥ κ

⇔ VaRκ

 ∑
∀ξ∈N

(
P Imb
ξ − EImb

ξ

)
1N (ξ)

 ≤ 0

P

 ∑
∀ξ∈N

(
−EImb

ξ − P Imb
ξ

)
1N (ξ) ≤ 0

 ≥ κ

⇔ VaRκ

 ∑
∀ξ∈N

(
−P Imb

ξ − EImb
ξ

)
1N (ξ)

 ≤ 0

Given the non-convexity of VaR measure, we use CVaR
measure given as:

CVaRκ

 ∑
∀ξ∈N

(
P Imb
ξ − EImb

ξ

)
1N (ξ)

 ≤ 0

CVaRκ

 ∑
∀ξ∈N

(
−P Imb

ξ − EImb
ξ

)
1N (ξ)

 ≤ 0
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